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Introduction 

An analysis of current problems in electrodynamics and gravitation always leads to the 
conclusion, that basically new concepts or physical models are necessary to describe 
natural processes  more accurate than today. The paradigm in today’s physics is well 
known. 

The main demand on a new physical model is to postulate as little premises as possible 
to explain as much physical phenomena as possible. With a world view of reductionism 
only, this is not achievable. Hence the author has proposed a concept of a self-
reproducible (autopoietic) physics about ten years ago[43]. 

Many authors have formulated new and holistic physical models in the last years. Con-
cerning this, the theory of Burkhard Heim[15] must be noted. Unfortunately his complex 
work is not written down in an easy understandable form (although for physicists and 
mathematicians). And also some controversial models as for example the vortex model of 
Lord Kelvin [40] (William Thomson) do exist, which are able to explain many structures and 
properties of matter with a very small set of premises. 

The Global Scaling theory (GST) is a holistic theory, capable to explain the cause of 
many physical phenomena with a very low set of assumptions. This theory is further 
capable to explain some experimental results, which – due to their scientific impact – are not 
well accepted. Naturally, also the Global Scaling theory keeps some questions unanswered, 
but hopefully these might be answered satisfactorily in the near future. 

Only a limited number of fragmented and mostly compressed texts about Global Scaling 
are available today. It’s a goal of this document to overcome this restriction and give 
interested readers a first glimpse about the Global Scaling theory “as a whole”. 

Term „Global Scaling“ 

Almost 30 years ago, biologists (Schmidt-Nielsen, Shnoll, Cislenko, Shirmunski and more) 
recognized that organisms have a much better survival and reproduction chance, if their 
body size is in a certain value range. Amazingly this is widely independent of their species.  

The crucial discovery was made by the Russian-Ukrainian biologist Cislenko [7]. In 1981 
he published the result of his 23 year long data collection: The biological preferred value 
ranges are arranged in regular steps along a logarithmic scale. Cislenko substantiated this 
fact for 4727 species of mammals, over 5000 species of critters, 452 species of birds, about 
1900 species of amphib ians, 381 species of fresh-water fishes, 218 fish species of the North 
polar sea, over 21.000 species of insects as well as an uncounted number of species of 
plants, mushrooms and bacteria. Today one speaks in this context of a logarithmic scale 
invariance of the distribution of biological species according to their body size and masses 
of organisms. 

The distribution in percent of 
number N of large taxonomic 
groups of Pelagials of world 
seas (free water zone) in de-
pendence of linear body size L.

1. Crustaceans
2. Flagellate
3. Fishes
4. Whale and dolphins
5. Bacteria
6. Diatom
7. Paramecium
8. Cephalopod
9. Copelata
10. Radiolorians
11. Blue algae
12. Yeast fungi 
13. Gastropoda (snails), 

etc.

 
Figure 1: Cislenko [7]: The distribution of species regarding organism mass plotted on a logarithmic 

scale. The regular distance between the maximums are clear visible. 

1. 
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In about the same time physicists discovered the phenomena of scale invariance (scaling) 
in distributions of elementary particles in dependence of their rest mass (Bjorken, Fein-
mann, Muller). 1982 Muller has proved the same scaling effect for all particles, nucleus, 
atoms as well as asteroids, moons, planets and stars. Scaling is a global phenomena and 
possibly the blue print of the universe. Hence the term „Global Scaling“ is founded satis-
factory. 

Logarithmic distribution in nature 

A logarithmic distribution in nature is not an exception but a rule [46]. A natural distribution 
without at least a partial logarithmic distribution does not exist at all. The reason of this lies 
basically in exponential (multiplicative) growth processes in nature. A natural distribution 
can be transformed back to a well-known symmetric Gauss’ian distribution with a logarith-
mic function only. Therefore, it is not astonishing but explicitly a basic condition, that a 
logarithmic scale must be included in a holistic physical theory. 

 
Figure 2: The Gauss’ian regular distribution is expected for additive growth processes whereas the 

logarithmic distribution arises for multiplicative (natural) growth processes [12]. 

Gravitation 

Gravitation is the weakest natural force we know. Gravity is about 1040 times weaker than 
electric forces. Until the advent of Einstein’s general theory of relativity, gravitation has 
been interpreted in Newtonian theory as a force acting at a distance. This force was 
thought to be inherent to every mass and has only attractive polarity. Still today the cause 
of gravity is not known completely. For example, the model of a curved space-time does not 
answer the question how a mass should be able to bend space and time. 

Many researchers have viewed at centripetal oriented gravity as a formative force. The 
centrifugal and dissipative (destructive) force does exist in coexistence with gravity. For 
example Walter Russell[30] or Viktor Schauberger[31] drown a world model, where gravity is a 
constructive (positive) force. 

Zero-point field 

In Global Scaling theory as well as in other alternative physical theories it is assumed, that 
the pure empty space (vacuum) does not exist because it is filled somehow by a medium. In 
earlier theories this medium was modeled as a fluid  [44]. Today the existence of the quantum 
vacuum containing a zero-point fluctuation is widely accepted (Zero Point Field ZPF)[29]. 
According to Harold Puthoff[28] this modern description of vacuum is capable to generate 
such basic actions like gravity or inertia. 

The vacuum particles are mostly photons. They constitute the all pervading and so 
called zero-point field. The radiation of this field is always measurable in space, even if we 
would evaporate a certain area in space completely out of material and thermal radiation. 
Because of this zero-point radiation, electric charges never come to a complete rest but 
always show some zero-point oscillations. 
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Figure 3: The grid stands for the energetic ground state of space. Spontaneous emission and absorption 
of particles and anti-particles take place within a very short time. The existence of the particles cannot 

be proven directly but indirectly via the effects of the resulting zero-point radiation. 

 
Also in Global Scaling theory it is assumed that the vacuum is not empty and a medium 
does exist. The medium particles are called gravitons and are responsible – beside other 
things – for the gravity force. The have a very small rest mass, but above zero (more later). 
Additionally, the gravitons and the photons are the same particles, whereas follows, that 
according to Puthoff the photons of the zero-point radiation and the gravity particles are 
equivalent. Accordingly it is clearly expected that gravity and electromagnetism must have 
common roots. 

Entropic force 

Also in Global Scaling theory gravity is a constructive or entropic force. As an explanation 
of the entropic force we refer to a newer experiment carried out by Hans Henning von 
Grunberg and Clemens Bechinger at the University of Konstanz[12]. The two physicians 
placed polystyrene balls with a diameter of some micro-meters onto a water solution, where 
the balls float on the water and arrange themselves with an evenly distribution, as com-
monly expected. After inserting the balls, the system is closed and achieves it’s state of 
maximum entropy. Now, for a short time the system is opened again and even smaller 
polystyrene balls with a diameter of about 150 nm are inserted. Then the system will be 
closed again. But now the distribution of the larger balls change dramatically. They tend to 
build clusters and move to the jar walls so that the smaller balls have maximum space for 
movement. Again the entropy for the smaller balls is maximized, but not anymore for the 
larger balls. 

==

=

Clusters
of “large”
balls

=

Clusters
of “large”
balls

Equal 
distribution 
does
NOT take 
place.

Equal 
distribution 
does
NOT take 
place.

Water solution

Polystyrene balls
∅ 1µm

Water solution

Polystyrene balls
∅ 1µm

+

Petri dish (electrostatic neutralized)

∅ 150nm

+

Petri dish (electrostatic neutralized)

∅ 150nm

 
Figure 4: The Experiment of von Grunberg and Bechinger: The „larger“ polystyrene balls in a water 

solution are pressed together by the „smaller“ polystyrene balls. 
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But, who tells the larger balls that they must build clusters to enable the smaller balls a 
maximum of entropy? The authors came to the conclusion that they have found a new 
force. They named it entropic force [14]. They also succeeded to prove that this new force is 
neither of electromagnetic nor of gravitation origin. [2]. 
 
The similarity of this new force with the gravity effect is obvious[25]. Because of the pre s-
ence of the smaller balls, the larger balls are pressed together. And exactly this mechanism 
we find in the universe, from smallest up to largest scales. The small balls are equivalent to 
gravitons or photons and the larger balls are clusters of this smaller balls, which under 
certain stable circumstances form long living particles, which in turn can be observed as 
masses of all kind, or as eleme ntary particles, planets or galaxies. 
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Creation of structures in vacuum 

First, a space filled with gravitons has no further structures. But as we observe, this is not 
the case. Therefore, somehow structures have emerged out of the vacuum and build that, 
what we perceive as matter and what we are able to feel, detect and measure with our 
equipment. But how this structures are created? 

To build a structure it is basically necessary that we have a feedback system, i.e. a sys-
tem where the output or a part of it is feed back to the input. More information about this 
can be found in the paper „Autopoietic Systems“[43]. Accordingly the creation of struc-
tures is a growth function, which can end up in three different kind of states – or as the 
mathematician would say – in three different kind of a attractors: 

a) Static; the system tends to a stable final value 

b) Dynamic; the system oscillate between two or more finite values  

c) Chaotic; the system oscillates between infinite values. 

1) Static
Tendency to a stable 
value

1) Static
Tendency to a stable 
value

3) Chaos
Oscillation between 
infinite values

3) Chaos
Oscillation between 
infinite values

2) Oscillations
Oscillation between two 
or more (but finite) 
values

2) Oscillations
Oscillation between two 
or more (but finite) 
values

Time Time Time

 

Figure 5: The three basic attractors for a growth function: static – oscillating - chaotic.  

 
The only possible practicable attractor for creating some stable structures is this one in the 
middle. Oscillations can spread in every medium. Depending on viscosity of the medium – 
as it would be named in fluid mechanics – these oscillations are damped and will have a 
finite propagation speed. Now the question arises about the model we should select to 
describe, how an oscillating medium is able to create structures out of the vacuum. 

The oscillating beads 

Global Scaling theory answers this crucial question with the model of oscillating beads. 
The model of oscillating beads is much accurate than the model of an oscillating string, but 
on a closer look also a string will become a beads. Important is the statement, that the 
beads can have different masses and distance to the next bead. Also this is the case for a 
string which finally is composed of atoms only. 

To enable the propagation of an oscillation it is also required that a string or beads is of 
finite length, is clamped somewhere and it must be supplied with energy all the time to 
cover it’s damping losses. 

The problem of an oscillating string has been solved in physics for the very special 
case of a homogenous, isotropic und continuous (not granular) string, whereas the oscilla-
tion itself must follow an analytic function (no gaps and continuous). The corresponding 
partial differential equation and its solution is known from Rond d’Alemb ert[1] since 1747 
and is written for one single space dimension as  

2. 
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A year later, the Swiss mathematician Leonard Euler[2] has presented a slightly different 
equation with 
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with the general solution 

 ( ) ( ) ( )ctxctxt,xy −++= gf  (4) 

Euler was interested to find also a solution to the problem of oscillating strings, whereas 
the initial condition y(x, t) is not continuous as it’s the case when a string is plucked with a 
hard object. But only in 1807 Joseph Fourier has „solved“ the problem with his famous 
Fourier analysis of an infinite sum of analytical sine and cosine functions[48]. 

In a close look the reader might have recognized, that such a Fourier analysis is an end-
less sum of sine and cosine functions, which must be taken simultaneously at the same 
time, does not really fulfill the requirement of natural laws. But how nature should be able 
to calculate an infinite sum simultaneously? 

If we look at natural objects, we recognize that they are granular, i.e. they consist of o b-
jects of a finite size. Therefore analytical mathematic functions are always approximations 
only. Now, lets look at a beads instead of a string. First each single bead shall have equal 
mass and all are connected with mass-less threads of the same length, which fulfill Hook’s 
law. The possible eigenvalues (resonance frequencies) N of the beads increase propor-
tional to the number of beads N. The oscillation with highest possible frequency will have 
a pure triangle shape and each bead is located at its maximum displacement position. The 
beads will not have higher resonance frequencies. Accordingly each beads has a finite 
number of resonance frequencies. This was not the case for a theoretic continuous string. 

 

 1.  resonance
frequency 

2. resonance 
frequency 

3. resonance 
frequency 

N. resonance 
frequency 

1 bead 

2 beads 

3 beads 

N beads 

etc. etc. 

 

Figure 6: A beads with 1, 2, 3, ..., N beads of same mass have a corresponding number of possible 
transversal resonance frequencies. 
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Now, in general a beads does not have beads with equal mass and separation distance but 
all values can be arbitrary. Such a complex problem of a general oscillation beads has been 
solved in two steps. Two centuries ago T. J. Stieltjes[39] searched in a first step the solution 
for the problem of mass distribution on a straight line and he found a general solution in 
the form of continuous fraction equations. This paper gives the solution for the static case 
where the momentum of a line of masses is balanced, but the dynamic case of oscillation 
was still unsolved. 

Then in the year 1960 F. R. Gantmacher and M. G. Krein [11] worked on the problem of 
small oscillations in mechanical systems and they published in appendix II a very important 
result „About a remarkable problem for beads and about Steltjes continuous fractions“. In 
this appendix they generalized Steltjes continuous fractions for dynamical systems and 
found some physical interpretation of the results. 

l

y

m1
m2

m3

m4

mn-1

mn

l0 l1

 

Figure 7: The general oscillating beads 

To solve the problem of the oscillating beads Gantmacher and Krein have intersected the 
beads in small „quanta“. Each quanta corresponds with a line section li (i = 0, 1, ... n) from 
one bead of mass mi (i = 1, 2, ... n) to the next bead. Each such quanta still follows the 
Lagrange equation. With a recursion process of the oscillations of all this quanta finally 
the total oscillation of the whole beads is the result. This quantization und recursive 
algorithms are used today in many computer simulations. 

Gantmacher and Krein found all resonance frequencies ω of a beads with a continuous 
fraction like: 
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 (5) 

 

where yi and yi+1 denotes the position of the two threads’ ends, li the different intersections 
between the beads with mass mi. Then ω is the resonance frequency of the whole beads 
and σ is the tension in the thread. Finally the solution for this complex problem becomes 
unexpectedly simple. The central element of this solution is of course the continuous 
fraction. 
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Global Scaling continuous fraction 

To explain the creation if structures out of the graviton media Muller[23] starts with this 
Gantmacher-Krein continuous fraction and develops the Global Scaling continuous fra c-
tion with the aid of Euler’s transformation and with σ = 1, -ω2 = 1/e, where the Euler number 
e is the base of natural logarithm. He found the result in the form 

 

L
1L

2

1

0

e

e
e

e
Y
X

N
N

N
N

Nln

+

+
+

+=







−
O

 (6) 

This finite continuous fraction has the length L. The result (or the synthesis) of this 
continuous fraction is set equal to the natural logarithm of the quotient of X and Y. X 
stands for an arbitrary physical quantity or dimension. Y denotes the calibration unit to 
calibrate the physical dimension X. This is necessary to make the logarithm argument free 
of units. 

To calibrate a physical dimension X it is principally possible to use every desired value 
for Y. But it would make sense to use only such values that are very stable in nature. 
Therefore, in Global Scaling such a calibration unit is called super-stable. The most stable 
and long living elements known are the electron and the proton. As Muller[18] has shown, 
it’s of high advantage to use the proton rest mass as the natural calibration unit. More 
about the different calibration units you find in appendix 2. 
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Continuous fractions 

Before we start examining the specialties of this Global Scaling continuous fraction some 
general information about continuous fractions shall be given in this chapter. Readers who 
are familiar with this can proceed directly to the next chapter. 

Notation of continuous fractions 

Elementary continuous fractions have the form 

 

n
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2
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b
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b
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b
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b
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 (7) 

Also shorthand notations are known as  

 ( )( )( )nn3322110 b/ab/ab/ab/ab +++++ L  (8) 

or 
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The numerator ai of a continuous fraction is called partial numerator, the denominator b i 
partial denominator accordingly, except the first term b0, which often is called as free 
member. These terms are also used in Global Scaling. If all denominators are equal to one 
(a i = 1), it is possible to write a continuous fraction very short as 

 [ ]n210; b,,b,bb K  . (11) 

Continuous fractions with all denominators equal to 1 are called regular or simple  contin-
ued fractions. And if the denominators are different from 1 but all are equal and constant 
(a i = a = constant), also a very useful notation exists as  

 a [ ]n210; b,,b,bb K  . (12) 

Representation of real numbers with continuous fractions 

A continuous fraction always contains positive or negative natural numbers without the 
number zero. For simple or regular continuous fractions the following facts as known: 

1. Each infinite continuous fraction is convergent and represents a real number. 
2. Each real number can be decomposed in a continuous fraction. The result is unique. 
3. For each positive real number a unique regular continuous fraction does exist. 

 

3. 
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Additionally for all un-branched continuous fractions it is: 

4. If a continuous fraction is of finite size, the result will be a rational number ( a ra-
tional number can be written as a quotient of two natural numbers). 

5. If a continuous fraction is of infinite length, the result will be an irrational number. 
For irrational numbers no quotient of two natural numbers exists (example: π). 

Therefore each real number can be represented by an un-branched continuous fraction. In 
appendix 1 you find some examples of continuous fractions of irrational numbers. The 
periodic infinite continuous fractions, as for example the square root of three 

3  = 1.7320508 ... = [ ] [ ]2111212121211 ,;,,,,,,,,,; =K   

delivers so called quadratic irrational numbers. The result of non-periodic continuous 
fractions will be a transcendent number as π or e. 

By using a decimal representation of a number, it’s most of the time not possible to d e-
cide if it’s a rational, irrational or even transcendent number within a short time. But just 
with the length of a continuous fraction, this question can be answered always very 
quickly. 

Golden Mean φ 

Many books about the golden mean are known .[2]. Here we take a look about the connec-
tion to continuous fractions only. The golden mean is a solution of the quadratic equation 

 01xx 2 =−−  (13) 

The solutions are 
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The golden mean is equal to the solution x1 = 1.618033... The quadratic equation can be 
transformed to 

 
x
1
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Now, by repeatedly replacing x in the left side of equity sign, slowly an infinite continuous 
fraction will develop: 
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This continuous fraction represents the solution x1 of the quadratic equation (13). The 
other solution x2 is found by a similar transformation of (13) as  

 ( )
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1
x11xx01xx 2
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−=→=−→=−−  (17) 

whereas the continuous fraction for the second solution x2 follows as 
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The golden mean can also be represented in the form of equation (15) and is 
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Now let’s have a look at the approximate fraction to the infinite continuous fraction (16). 
These are 
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where Fn is the Fibonacci number n. A Fibonacci number is found by stepwise develop-
ment of the number 1 as: 

 

2n1nn

345

234

123

12

1

FFF

8FFF
5FFF
3FFF

21FF
1F

−− +=

=+=
=+=
=+=

=+=
=

L

 (21) 

This kind of stepwise calculation by using the results of a previous calculation is called a 
recursion. If n is chosen „high enough“, the result of equation (20) will be the golden mean 
φ again. Accordingly it is possible to compute the golden mean with a continuous fraction 
or with a recursion process: 
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 (22) 

This development shows how a continuous fraction can be developed by a recursion 
process. With each calculation step the result gets more and more accurate. Now we look 
at equation (16) and we find 

 
1n

n x1
1

x
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=  (23) 

In nature the golden mean is build „automatically“ almost everywhere. It’is the most basic 
recursion (growth) process. In Global Scaling all natural structures are granular and are 
finally composed of gravitons. Therefore the creation of structure is equivalent to the 
clustering of such gravitons. Or in other words, in nature all mass elements can be repre-
sented by a whole natural number. No decimal numbers are required. 

In nature no decimal numbers exist. Also the golden mean is not a decimal number as 
often written in text books. Moreover nature is “only” capable of constructive or destruc-
tive growth processes which happens always at least in parts recursively [43]. The very 
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basic recursive equation (23) shows clearly the evolution process in nature. Nature „calc u-
lates“ – or better approximates – the golden mean step by step according to this very 
simple rule. And this consumes time. And with every time step the value of φ gets more and 
more accurate. 

This conclusion is very important and should not be underestimated. One dircet con-
clusion is, that time somehow must elapse in quanta rather than absolutely continuous. 
This important conclusion is also supported by Global Scaling, as we will see later in this 
document. 

Continuous fractions and quadratic equations 

The special development in equation (16) can be generalized for quadratic equations.  
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where B and C are whole numbers. Thus it follows, that the result of homogenous quad-
ratic equations (24) can be written as infinite continuous fractions  always. 

On the other side it’s always possible to derive a quadratic equation from periodic con-
tinuous fractions as the following example shows. 
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Recursion and continuous fractions 

The recursion process is a basic criteria for generation of continuous fractions, as we have 
seen with the golden mean (22) example. Instead of using the special case of Fibonacci 
numbers, a continuous fraction always can be represented as a quotient of two arbitrary 
number series an and bn: 
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These series can represent the recursive description of rational numbers. Now we start with 
a finite continuous fraction of length k 
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If a continuous fraction for x will become infinite (n → ∞),  this is also called an approxi-
mate fraction. With the definitions  

 2kk1kkk ab: −− += AAA  1:1 =−A  00: bA =  (28) 

 2kk1kkk ab −− += BBB  0:1 =−B  1:0 =B  (29) 

we can represent an approximate fraction with two recursive terms Ak(ak, bk) and Bk(ak, bk) as 
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k
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B
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=  . (30) 

Feedback processes often result in fractals  [43]. 
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Convergence of continuous fractions 

Similar to infinite mathematical series, again for infinite continuous fractions arises the 
question, whether x tends to a stable value with an increasing k, or not. If yes, the continu-
ous fraction is convergent.  

Equation (30) can be used to define the convergence of continuous fractions: A con-
tinuous fraction is convergent, if at least a limited number of denominators Bk  vanish 
and if the limit 
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does exist. In this case x is the value of the infinite continuous fraction. According to 
Pringsheim (1898) there exists an other convergence criteria: If for all k = 1, 2, 3, ... the 
condition 

 1kk +≥ ab  (32) 

is satisfied, the continuous fractions always tends to a finite, real limit. 

Equivalence transformation of continuous fractions 

Often continuous fractions contains partial denominators other than 1. Such and other 
continuous fractions can be transformed in new continuous fractions with arbitrary other 
partial denominators (or numerators as well) without changing the value x. Such a trans-
formation is called Euler’s equivalent transformation. 

For this the continuous fraction 

 LL +++++
k

k

2

2

1

1
0 b

a
b
a

b
a

b  (33) 

is expanded by arbitrary real constants above or below zero ci ≠  0, i = 1, 2, ... as  
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For an example we use the Global Scaling continuous fraction (6) with the numerators Zi = e 
and then transform it into a new continuous fraction with the numerators Zi = 1. With 
application of (34) we find 
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 (35) 

Many more transformations of continuous fractions or contractions are known, which we 
cannot discuss further. Only a short word is given to the Lagrange transformation which 
enables the transformation of a continuous fraction with positive and negative denomina-
tors into a continuous fraction with positive denominators only. 

 
More about continuous fractions you find for example in books of Perron[26] or 

Khintchine[16]. 
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The Muller Fractal 

Exact Global Scaling continuous fraction 

Now we are back on the Global Scaling continuous fraction. the complete formula is  
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 (36) 

with the elements 
X: Physical quantity or physical dimension 
Y:  (super stable) calibration unit  
Z: Form factor 
P: Phase 
e: Partial numerator, Base of natural  logarithm e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, ...] 
N0: free member 
Ni: Partial denominator 
i: Scaling layer 
L: Length of continuous fraction 

Physical dimension 

A physical dimension represents – as it’s name already says – a physical relevant, existent 
and somehow observable quantity or dimension. This quantity can be an arbitrary value 
from nature (mass, frequency, etc.) or a dimension in a construction etc. This physical 
dimension is the object for calculation together with a Global Scaling continuous fraction. 

Each natural physical dimension can only be measured with a finite precision. Also man 
made constructions can only be produced with finite accuracy. For this reason, every 
physical dimension is represented with a value range for X. This range is bound by two 
border values. The lower border value is named Min (or Inf from infinimum), the upper Max 
(or Sub from supremum). As a result, for each real physical dimension two Global Scaling 
continuous fractions are assigned, one for each border value Xmin and Xmax. 

Calibration unit 

The left side of a Global Scaling continuous fraction equation always contains at least an X 
value and a calibration unit Y. For sets of objects (or numbers) the calibration unit is Y = 1. 

A part of its name the Global Scaling theory borrows from elementary particle physics. 
Again this is the case for the most stable calibration unit known. It is the proton’s rest 
mass  [11]: 

 ( ) [ ]
( ) [ ]MeV28000031272938

kg10001000016236721m 27
p

..

..

±=

±= −
 (37) 

The most commonly used calibration units and their computation is listed in appendix 2. As 
we see, also these calibration units have tolerances. Accordingly, as with the X values, a 
lower value Ymin and an upper value Ymax is assigned to the calibration unit Y.  

4. 
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The logarithmic line  

The left side of the Global Scaling equation (36) – i.e. the value of the continuous fraction – 
is written as a natural logarithm of X and Y. Therefore please note that the value of the 
continuous fraction is not proportional to the value X of the physical dimension, but it is 
proportional to the logarithm of X. Hence, instead of writing about a linear number line, in 
Global Scaling we’re dealing with a logarithmic number line, or simply a logarithmic line. 

Denominators 

A general continuous fraction would contain whole numbers except zero for the denomina-
tors Ni (i = 1, 2, ...) only. In Global Scaling theory only a certain set of denominators are 
permitted. 

• The free member N0 is a whole multiple of 3. The value zero is possible. 

• The denominators Ni are whole multiples of 3. The value zero is not permitted. Instead 
of using –3, 0 and 3 the values –TZ-1 and TZ+1 must be used (Where TZ is the nu-
merator). This follows continuous fraction convergence criteria according to Pring-
sheim (32). 

This rule of multiples of three is one of the outstanding characteristics of Global Scaling 
continuous fractions. This rule is derived from the group theory and shall not be explained 
in more detail. With this rule for denominators and for the free member N0, the logarithmic 
line is divided in sub-intervals. The free member N0 causes gaps in distances of 3 on the 
logarithmic line. 

X/Y =

X/Y = eNo =

ln(X/Y) = N0 = 4 5 6 70 1 2 3-4 -3 -2 -1

e61 e3e-3

4031 20.10.049

 

Figure 8: Regular distance of 3 of N0 on the logarithmic line. 

There are some unoccupied areas on the logarithmic line because the denominators can 
only be set to certain values. When looking for the next lower scaling layers N1 and N2 we 
find the following graph around the point N0 = 3 on the logarithmic line: 

N0 =

N1 = -e-1 -6 -9 9 6 e+1

N2 = e+1  6 -6 -e-1

2 3 4

e+1

12-12

-e-1

∞
∞  

Figure 9: Hyperbolic distances because of Ni 3 on the logarithmic line. 

Only the border values  for scaling layer N2 are plotted in figure 9. For many layers we see, 
that larger gaps exist on the logarithmic line between 3n±1 (n = ..., -2, -1, 0, 1, 2, ...). If we 
repeat the same procedure for many more scaling layers, we will roughly get the following 
picture:  

X/Y =

X/Y = eNo =

ln(X/Y) = N0 =

0.018 0.049 0.135 0.368 1 2.71 7.39 20.1 54.6 148 403 1096

e-4 e-3 e-2 e-1 1 e e2 e3 e4 e5 e6 e7

-4 -3 -2 -1 0 1 2 3 4 5 6 7  

Figure 10: The linear chopping of the logarithmic line in the partial areas Ni ±  1. 
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The logarithmic line gets intersected with gaps of wideness 1 in regular distance of 3. Also 
within the shadowed areas some smaller sub-gaps do exist. Again Figure 10 shows very 
clear, that a logarithmic line is used. The coefficient X/Y is plotted at the top of the graph. 
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Figure 11: Hyperbolic chopping within the partial areas Ni ±  1. 

-9 -6 -3 0 3 6 9

 

Figure 12: Regular and hyperbolical chopping of logarithmic line. 

The distance and wideness of this sub-gaps around an area of Ni ± 1 are not placed regu-
larly in the logarithmic line. Now, on both sides of Ni the distribution is hyperbolic. This 
hyperbolism is an inevitable consequence of the denominators Ni as a part of a fraction. 
Already figure 9  shows the creation of this sub-gaps very well. 

Nodal points 

Also these figures show, that the value of a continuous fraction does not change much 
with increasing values of the denominator (Ni → ∞). The continuous fraction converges to 
a fixed value. In Global Scaling this value is called nodal point . At a nodal point Ni = ∞ the 
Global Scaling continuous fraction ends. Nodal points are possible on every scaling layer. 

Usually in applications it is almost never the case that Ni get infinite. In most cases it is 
sufficient to terminate a Global Scaling continuous fraction calculation if Ni> 1000. 

Border area 

Each nodal value is placed in the hyperbolic middle of a valid section in the Muller set. 
Accordingly this section will have two borders. On the highest scaling layer N0 this bor-
ders are placed at 3n±1, what is also shown in images 9-12. As long as the restrictions for 
denominators apply, this border values can never be reached exactly. 

For example, to reach the border value of 4 on the highest scaling layer N0, we already 
see in figure 9 that  
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Hence, a border value can only be reached with an infinite length of the continuous fra c-
tion. Please note the denominator’s sign alternation e+1 and –e-1 down the layers. The 
foresaid is valid for all scaling layers. If, for example, on scaling layer 2 the border value 7 
must be, we get: 
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A physical dimension, having at least partly such a structure, is also called super-flexible. 
If instead of border 7 the border 5 shall be reached, the denominators in corresponding 
layers change sign accordingly: 
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Instead of writing this endless continuous fraction, it is also possible to end a continuous 
fraction just by setting the desired value to the denominator (see also equations (39) and 
(40)). Of course this exact value does not complain to the rules for the denominators 
anymore. 

Abort criteria of Global Scaling continuous fraction calculations 

The above described abort criteria also covers all which are possible. So we summarize 
them again. The Global Scaling continued fraction is aborted either 

• at nodal value (super-stable physical dimension), or  
• at a border value (super-flexible physical dimension), or 
• in a gap or sub-gap value, or 
• in a combination of them. 

The termination of a continuous fraction analysis is always guaranteed due to the finite 
measuring tolerance of calibration unit Y und the finite accuracy of the X value. As a 
consequence in practice, the Global Scaling continued fraction is always finite. 

The value of  the lowest denominator NL gives in Global Scaling theory some hints 
about the stability or tendency characteristics of a physical dimension. 



Page 22 copyright © (2001-2004) by AW -Verlag  -  www.aw-verlag.ch 

Muller fractal 

The Global Scaling continuous fraction and its associated rules quantize the logarithmic 
line and forms gaps and sub-gaps. The set of all possible values of a Global Scaling con-
tinuous fraction is called Muller-set, according to its inventor Hartmut Muller[18]. This set 
can be plotted. The result is a Muller fractal. It has the following structure on the logarith-
mic line: 
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Figure 13: The  structure of the Muller fractal on a logarithmic line. 

This fractal strongly reminds to the Cantor set[4]. Such a set is found by a recursion pro c-
ess, too. In difference to the Muller fractal, the Cantor fractal is built on a linear scale. To 
construct a Cantor fractal (named after George Cantor), we cut some parts out of the middle 
of a line segment.. This is repeated for all line segments (with the same relation of gap / 
reminder). As a result we get the Cantor fractal shown below: 

 

Figure 14: The structure of a Cantor fractal on a linear line. 

The structure of a Muller fractal follows from the rule restrictions of the denominators used 
in a Global Scaling continuous fraction. Also the Muller fractal is constructed with a 
recursion process, namely with a finite Global Scaling continuous fraction. Consequently, 
the Muller fractal has a fractal dimension. 

 



copyright © (2001-2004) by AW-Verlag  -  www.aw-verlag.ch Page 23 

Fractal dimension 

A fractal dimension has the general definition[36]: 
M shall be a partial set of the n-dimensional real number space Rn (M ⊂ Rn). Now we 

cover this n-dimensional space with cubes having edges of length ε and count this cubes 
N(ε), which contains a piece of the set M. The limit 
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→ε ln

ln
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N
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0
 (41) 

is named capacity C. 
Beside the term capacity  also the term fractal dimension or Hausdorff dimension is 

used. In case, where the edge length ε is limited by a finite value of a granular system, we 
can simplify the general definition (41) and find: 
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For the Cantor fractal C is found to 
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The Cantor fractal has not a whole but a broken dimension. Such a fractal (or set) is also 
called strange, if C is not a whole number. And strange sets always have gaps or holes. 
Hence, the fractal dimension gives some information about the fragmentation of a set. Let’s 
view again to the earlier used beads. If all beads have the same size and are placed one by 
another without intersections, then a beads containing 1000 beads of 2mm diameter will 
reach a length of 2 meters. And the fractal dimension will become 
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If the beads are not in contact with each other – the length of beads my be 3 meters – then 
the fractal dimension becomes now 
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The fractal dimension is only then identical with a (geometric or topological) space dimen-
sion, if the set does not contain any gaps or holes. 

The Global Scaling theory uses the model of an oscillating beads all the time. Because 
the Muller fractal has a broken fractal dimension, also the beads must have a finite distance 
in-between. This may give an additional descriptive picture about the fragmentation in the 
Muller fractal. 
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Influence of numerator to the Muller fractal 

The numerator in a Global Scaling continuous fraction is a constant, but it must not neces-
sarily be identical to Euler’s number e for all continued fractions. Researches have shown 
that at least three different numerator values are applicable. The theoretical derivation of 
this three numerators cannot be given here. They have the following application: 

• 2.0 : Used for optimization of technical (or man made) systems  

• e: Analysis of natural (long evolved) systems 

• pi: Used for prognosis (is not further described in this document) 

Of course the Muller fractal changes shape in dependence of the numerator. Some sub-
gabs become wider or narrowed. 

π = 3.14159...

3.0

e = 2.71828...

2.0

φ = 1.6180...

1.0  

Figure 15: The influence of different numerators to the Muller fractal. 

Working with the Muller fractal 

Intensive and effective work with the Muller fractal for applications in research or devel-
opment is possible only with a software tool having a graphic user interface and some 
automatic calculation routines. For this we recommend the software GSC 3000 Enterprise 
supplied by the Institute for Space-Energy-Research GmbH (IREF) in Wolfratshausen, 
Germany. 

 

Figure 16: The graphic interaction with the Muller fractal with the software GSC 3000 Enterprise. 



copyright © (2001-2004) by AW-Verlag  -  www.aw-verlag.ch Page 25 

First physical interpretations 

Standing gravity waves 

The Global Scaling continuous fraction is derived from the model of an oscillating beads. In 
case of a mass line this model can be reused directly. The solution of Gantmacher and 
Krein [11] has been derived for beads under two conditions: 

• beads is oscillating freely at one of its ends 
• beads  is fixed at both of its ends 

The Global Scaling theory assimilates the second model of the fixed beads. If such a beads 
is forced to oscillate, it’s possible to generate standing waves  on this beads, if certain 
resonance frequencies are taken. The wavelength of this transverse standing wave is in an 
exact whole relation to the length of the beads. Only between fixed „walls“ (or phase 
transitions) standing waves can occur, whereas the frequency is given by the distance 
between the walls und by the group velocity. 

Experiments with standing (longitudinal) waves in a glass tube filled with a gaseous 
medium and small, light solid particles (cork powder) are well known. The standing wave 
oscillation transports the cork powder back and fourth and finally  to the nodal points. The 
energy required is supplied by the standing wave. After some time no cork powder is left in 
antinodes. 

n Experiment of August Adolph Eduard Eberhard Kundt (1866)n Experiment of August Adolph Eduard Eberhard Kundt (1866)

Left: Experimental setup with Kundt‘s tube 
filled with cork powder.

Below: Applying a sine oscillation of 2700 Hz 
results in standing wave patterns. Please look 
at the fine structure!

 
Figure 17: The experiment of August Kundt 

With a standing wave the definition of a phase velocity makes no sense. The wave was 
build through reflections and is not propagating anymore. Mathematically it’s therefore 
possible to speech of an infinite phase velocity. Physically this is not possible. Because 
the oscillating elements of the medium still have a rest mass, the phase velocity will never 
become infinite. 

If a standing wave is disturbed from outside (for example we insert an other wall outside 
of a nodal point), the standing wave collapses because one of the conditions for a stand-
ing wave is not given anymore. Usually this collapse happens not simultaneous at all 
places but spreads with the finite phase- or group velocity of the wave.  

This picture of a standing wave shall now be applied to our graviton medium. Over the 
universe’s evolution a background field has been created. As a consequence, masses will 
be pushed away by antinodes and concentrate in nodal points. Generally this is the cause 
with gravity. Therefore, standing waves of gravitons are called standing gravity waves. 

5. 
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Logarithmic lineLogarithmic line

Graviton flowGraviton flow

Maximum vacuum densityMaximum vacuum densityMaximum material densityMaximum material density
 

Figure 18: The effect of a superposition of several standing waves on a beads with freely moveable 
beads. 

As we will se later, in Global Scaling the standing gravity wave is closely related to time. 
Anticipatory we can conclude, that in fact the standing gravity wave is not really a beads 
across the universe. This is only a heavily simplified but in some cases helpful model. 
Instead of dealing with a standing gravity wave, we can use the more precise description of 
a gravitative background field with all its short-time but synchronous fluctuations. This is 
in contrast to a common wave with a finite propagation velocity. 

This synchronicity is well known and experimentally verified in quantum physics as the 
Einstein-Padolski-Rosen (EPR) effect for the microscopic cosmos. Additionally the Global 
Scaling theory predicts that also in macroscopic cosmos the same phenomena already 
exists. 

Mass line 

The logarithmic line of a Global Scaling continuous fraction (36) is theoretically of infinite 
length because mathematics does not predict  some restrictions. Of course this changes 
when we apply some physical meaning to this numbers. 

As said earlier, the most stable calibration unit in nature is the rest mass of the proton. 
An isolated proton has an average life time above 1.6⋅1025 seconds[11]. The particle with the 
closest life time is the free electron. It has an average life time of above 2.0⋅1022 seconds[11], 
or about one thousandths of proton’s life  time. The third atomic particle – the  neutron – 
has in unbounded state just an average life time of only 896 seconds[11], which is compara-
tively nothing. 

Because of its outstanding stability, the proton rest mass is the basic calibration unit Yp 
in Global Scaling theory. A number line calibrated with the proton rest mass is called a 
mass line. With this calibration on the logarithmic line, each value on this line corresponds 
to a real physical value, in our case to a mass X.  

Muller[23] identified the smallest possible masses on the logarithmic line at the place of 
N0 = –54. This corresponds to the photon or graviton rest mass mγ, i.e. the rest mass of the 
medium quanta. This value is so small that we cannot detect it with today available meas-
urement technologies: 

 [ ]kg109085mem 51
p

54 −−
γ ⋅== .  (46) 

This value constitutes the lower end of the mass scale. The upper end mH on the logarith-
mic line is given by the value N0 = +189. Theoretically this value corresponds with the total 
mass of the universe and is  
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In-between we have fractal intersections on the logarithmic line according to the Muller 
fractal. The kilogram of Paris is approximately in the middle of this two extremely values 
(based on log10 not ln). The logarithmic line contains 3*81 main sections. This main section 
can be divided by 3 many times, because it is 1⋅3⋅3⋅3⋅3=81. The values of the mass line are 
listed in appendix 3. 

Graviton flow 

The oscillating medium (i.e. our universe) consumes energy to cover its losses and to 
preserve the created structures. Consequently our universe is an energetic open system 
where an energy inflow takes place all the time. In standing waves an energy in- or outflow 
without destroying the wave is only possible at nodal points. Therefore, the periphery of 
the universe is interpreted as a nodal point, too. 

With the oscillation of the beads (or the medium with the embedded masses) all masses 
are pushed to the nodal points. There the pressure is higher than at antinodes. For example 
the Earth is located in such a nodal point. Additionally a steady flow of gravitons or small 
masses happens toward the nodal points. As a result, the mass in the nodal point – in our 
case the Earth – is growing. 

The closer to a nodal point, the higher (or faster) or the graviton inflow. The resulting 
gradient vector is equivalent to the time (more later). Again we note a counteraction be-
tween gravity and time. 

Compression and decompression (fusion and decay) 

Because of the mass increase, a mass travels on the logarithmic line slowly to the right 
(upwards). As a result the mass undergoes alternately fusion- and decay-tendencies. The 
mass travels on arbitrary scaling layers and from border values to nodal points and be-
yond, always upwards on the logarithmic line. 

The higher a scaling layer is, the higher is a possible impact, priority or effect an event 
will have to other systems. If for example a mass traverses a nodal point on scaling level 
N10, the expected influence to other masses or to the mass itself is rather small. Such a jump 
can just happen if a planet catches a small particle. But this will become more critical for the 
mass itself, it the value comes to a border line on highest scaling layer. 

If a mass has had a fusion tendency up to the traveling to next nodal point, this will 
change to decay tendency after passing this nodal point. The more a mass travels to the 
right – according to its growing mass – the more distinct is the decay tendency. When 
reaching the right border on N0, the mass either accumulates rather faster mass particles to 
“jump” to next valid area or the mass will decay to smaller pieces. This smaller pieces now 
are again shifted more to the left on the logarithmic line and can start traveling to the right 
again.  

 

N0 =

N1 = -e-1 6

N2

2 3 4

-6 -9 9 e+1

 

Figure 19: The traveling on the mass line. 
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Such transitions where a mass does not manage this „jump over the gap“ are well known. 
One exa mple is the natural radioactivity (decay of atomic nucleus). Others examples are 
exploding stars (novae, super-novae). Although this decomposition must not happen 
explosively, it also can take place very slowly as simple radiation. Because of the inverting 
characteristics of the scaling layers, the simple structure as shown in Figure 19, is not fully 
correct: 

• For N0, N2, N4, ... we have fusion tendency on the left  side of node and decay ten-
dency on the right side of node. 

• For N1, N3, N5, ... we have fusion tendency on the right side of node and decay ten-
dency on the left  side of node. 

• The priority of the tendency is determined by the scaling layer level. 

Additionally the reader shall be warned that an other exchange of fusion- and decay-
tendency takes place in case of an inversion of the whole logarithmic line. This is the case 
if an increasing value on the logarithmic line does correspond with energetic decreasing 
values and vice-versa.. Example: The higher the frequency, the higher is the energy equiv a-
lence. The logarithmic line is energetic increasing. But the higher the periodic duration, the 
lower is the energy because we have T = 1/f. Then the logarithmic line is energetic inverted. 
Generally for the different sections in a Muller fractal for upward energetic direction we 
have the following classification: 
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Figure 20: Qualitative information about the different sections within a Muller fractal. 

 
The higher the scaling layer, the higher is the priority and the expected effect on the 
affected physical dimension. Just to repeat: the fractal is only symmetric when plotted for 
the highest scaling layer and when plotted on a logarithmic line. To visualize this, we see 
on the next figure the projection of the Muller fractal to a linear line. This transformation 
clearly indicates the two main sections of compression (left) and decompression (right). 
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Figure 21: The projection of the Muller fractal from a logarithmic line to a linear line.  

Phase on the logarithmic line  

The attentive reader will recognize, that by calculating the mass line many natural masses 
fall into a gap or sub-gap area of the Muller fractal. A prominent candidate is for example 
the electron rest mass [11]. 

 ( ) [ ]
( ) [ ]keV15000006990510

kg104005000073891099m 31
e

..
..

±=
±= −

 (48) 

or the mass of Earth[11] 
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Both masses lie into a gap of the Muller fractal. The electron rest mass lies between the 
border values -8...-7 of the free member N0, the mass of Earth between 118...119. Only with 
the introduction of a new quantity – the so called Phase P – this values can be cast within 
the Global Scaling continuous fraction (36). Correspondingly we find on the left side of the 
Global Scaling continuous fraction a placeholder P to use for the Phase. According to 
Global Scaling theory the Phase P adopt especially three different values: 

• P = 1 (no shift) 

• P = 4.481689 (shift of +90° on the logarithmic line) 

• P = 0.22313 (shift of -90° on the logarithmic line) 

The last two phase values corresponds with congruent fractals. (please note that the 
distance between two nodes  of a standing wave is one half of the wavelength or 180°). 
Now the logarithmic line looks like: 

-9 -6 -3 0 3... ...6 9

 

Figure 22: The two Muller fractals shifted by 90° against each other. This shift corresponds to 1.5 
logarithmic units on the logarithmic line. 

This phase values must always be taken into consideration for calculations according to 
Global Scaling. This two group of fractals can also be characterized as: 

• No shift: Vacuum compression wave 
• With shift: Mater compression wave 
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Beside this two other natural phase shifts are known, which apply to long evolved natural 
quantities (as for example elementary particles: 

• P = 6  
• P = 1/6  

Technical or man made systems which are not long evolved or do not have a century old 
tradition usually have all other kinds of possible phase values. To perform a Global Scaling 
optimization this phase value MUST be found for a particular application by careful data 
collection and analysis. The software Global Scaling Calculator 3000 Enterprise has 
implemented some very useful tools to find the most likely phase out of a data set. 

Critics may now argue that with an „arbitrary“ phase every desirable X value can be a s-
signed to every possible continuous fraction, or the other way around, for each contin u-
ous fraction a desirable X value can be adjusted. Mathematically this is correct, but not 
from an application specific point of view. The current Global Scaling know-how indicates, 
that for each single application only one relevant phase can be identified as unique. 

 

Figure 23: Phase shift on a logarithmic line 

At this point we shall again point to the fact that the Muller fractal describes the probabil-
ity to find a certain value in the region of a nodal point. Obviously there will always be 
some values which are placed in the low-probability region of a gap (see also figure 1 of 
Cislenko), but in general more values fit into nodal point regions than into gap regions. 

To explain the phase shift of 6 and 1/6 Muller[23] uses the model of reflection of gravity 
waves at the ‚edge of the universe’. But – as noticed earlier – the wave model is only a 
simplified didactic model, therefore the value of this explanation is more didactic than 
reality. But this simple model helps to understand why phase shift may occur. On every 
region with differences in graviton density, a wave is at least partly reflected. It follows 
straight forward that this leads to local standing wave effects which could indeed have any 
phase value. Interestingly the wave model can also be applied to the pure mathematical 
number line (which gives by the way the distribution of prime numbers). So also the pure 
number is „oscillating“ and of course this is then visible in all sets of things. Finally, 
instead of phase shift Muller sometimes also speaks of channels. 

The phase shift relativizes some statements that nature has some hard definable, pre-
ferred regions whereas other regions will be avoided. Because of this parallel channels – or 
parallel multi-fractals on the logarithmic line – basically all values can be realized in nature. 
But with the selection of the phase a system decides which values are preferred and which 
not. Once a decision has been made by nature, it does not change this phase easily. And 
this gives a chance to optimize technical systems according to observable phases and 
numbers in nature. 
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Now, with the phase shift we are able to calculate the rest mass of the electron with the 
rest mass of the proton, which is (approximate) 
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The lowest denominator N3 follows from the tolerance of the measured values mp and me 
and is – according to the Global Scaling Calculator 3000 Enterprise – exact ±671. That 
means, the lower limit is –671 and the higher limit is +671. This indicates, that not many 
scaling layers are necessary to come close to the measuring uncertainty or calculation 
rounding errors. Because of this very high symmetry we can define the average value of 
the electron’s rest mass with N3 → ∞ and we find: 
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This continued fraction for the electron is also given by Muller[23]. Muller names this kind 
of continuous fractions super-stable. Physical dimensions having a super-stable continu-
ous fraction are – as its name already says – long living and very stable. 

Super-stability 

Muller has used first the term super-stability in 1982 [18]. Global Scaling continuous fra c-
tions which follow the strong criteria of super-stability, are characterized as follows: 

• All denominators together have a cross sum equal to zero. 
• All denominators and the free member are a whole multiple of 9. 
• The length of the continuous fraction is exactly L = 2. 

An additional weak criteria claims that all denominators should values as lowest as 
possible. As we have seen with the electron rest mass calculation, these criteria can be 
applied independent of the current phase shift.  

If we take a look at the continued fraction of Gantmacher-Krein (5) for an oscillating 
beads, we recognize that the shortest possible continuous fraction requires a minimum of 
three denominators (including free member) to enable the oscillation of one single bead. 
This can be put forward to the electron and we find the equivalence of: 
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The sum of the free member N0 and of the denominator N2 corresponds with the length of 
the beads divided by its mechanical tension, which is assumed as constant throughout the 
whole beads. The denominator N1 is equivalent to the product of mass and resonance 
frequency. 

It’s clear that a super-stable, natural quantity must contain a minimal number of oscilla t-
ing masses. The more complex a system is, the lower is the probability that an oscillation 
keeps stable and therefore the higher is the chance that a system becomes unstable and 
decays. 

The high accuracy of the calculated value with the measured electron rest mass is as-
tonishing. But the theory in the given form does not answer the question why just this 
continued fraction is so stable and not an other one. A look into table of appendix 4 indi-
cates, that there may exist more theoretical hints about that. 
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Length line 

Until now we have applied to logarithmic line to masses. As stated earlier, it can be cali-
brated with arbitrary calibration units. Therefore let’s have a look at the length line. For this 
we calibrate the line with Compton’s wave length of the proton (also refer to appendix 2) 

 ( ) [ ]m105002000030891032
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h 16

p
p

−⋅±=
⋅⋅π

=λ ..  , (53) 

where h is Planck’s constant  and c is the speed of light in vacuum. The length line is 
plotted in appendix 5 together with numerical values using no phase shift. By the way, the 
arrangement of biological organisms on logarithmic scales is known very well. 

The length line is ,shorter‘ than the mass line. It starts also with N0 = –54, but ends ear-
lier at N0 = +108. Also the length line can be divided in sub-sections of 3, because we have 
108+54 = 164 = 2*81 = 2*3*3*3*3. 

Modes on the logarithmic line  

This dividing into 3 parts of the mass- or length line reveals on other basic pattern of the 
logarithmic line. Whereas the Global Scaling continuous fraction uses already a quantum of 
3, also all physical value range is a multiple of this factor 3. 

In the figure below the four oscillation modes on the logarithmic line are clear visible. 
This can also be interpreted with overtones in the model of the oscillating beads. These 
modes k have the simple rule 3k and correspond therefore to the series 3, 9, 27 and 81 units 
on the logarithmic line. 

Each of this mode is similar to a sine wave on the beads. Accordingly the gravitons are 
denser at nodal points than at antinodes. This different density zones along the logarithmic 
line create structural changes  of objects placed along this line. 

With a length line the most dense point is at N0 = +27. There all modes have their nodal 
point. Between this nodal points physical interactions take place. 

-54 10827

-27

-36-45 -18 -9 0 9 18 36 45 54 63 72 81 90 99

-54 10827

-27

-36-45 -18 -9 0 9 18 36 45 54 63 72 81 90 99

n On Layer N0 the G-Wave 
produces 54 main nodes 
(attractors). 

 

Figure 24: The four oscillation modes of the G-wave 

These modes we find again in the relation of different natural structures. Some cosmic 
structure rations are listed below. 
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Figure 25: Some cosmic structure relations 

If we look for similarities between objects of far distant size, these modes are very impor-
tant. For example the proton is located at the node N0 = 0. Interestingly the brain frequency 
(about 5 Hz) is in the node –54 (the frequency line follows next). This is a logarithmic 
distance to the proton of 2 x 27. In the length line, the proton in turn has a logarithmic 
distance of 27 to the very important 27, which occupies the region of the DNA. 

Frequency line  

With the same procedure as shown for mass- or length line we can calibrate the frequency 
line. The calibration unit is: 
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The frequency line gives unambiguous values. Very interesting is for example the area of 
visible light [24]. The visible light occupies the border range at e[-21;-e-1]. The dangerous 
UV-C radiation is on the left side of the node N0 = -21 on the highest scaling layer. And 
exactly next follows the UV-B and finally UV-A (see next picture). 

Men’s eyes, the green of leaves and most of the living creatures are specialized to the 
wavelength of the green light. The reason lies in the color spectrum of the sun light. This 
spectra (equivalent to a black body radiation with a surface temperature of about 6000K) 
has its maximum value at green color. This green color lies exactly in the node –e-1 on 
scaling layer N1. 

The red color marks the end of the border area at N0 = -22 or e[-21; -e-1, e+1]. The fo l-
lowing gap is the range of thermal radiation. The violet marks the other end of the border 
area at e[-21; e+1, -e-1] and finally it changes at node N0 = -21 to ultraviolet radiation. 

The value range of the frequency line is inverse to the range of the length line. There-
fore the lowest possible value for N0 is –108, the highest possible value is N0 = +54. Of 
course also here we find the same modes 108+54 = 162 = 2*3*3*3*3 as discussed with 
other lines. The frequency value table is listed in appendix 6. 



Page 34 copyright © (2001-2004) by AW -Verlag  -  www.aw-verlag.ch 

UV-CUV-
B

UV-A Schumann-
UV

Hard UV-radiation
(space)

Infrared radiation

-21 -20-22-23 -19

754nm 457nm 270nm

UV-CUV-
B

UV-A Schumann-
UV

Hard UV-radiation
(space)

Infrared radiation

-21 -20-22-23 -19

754nm 457nm 270nm

 

Figure 26: The electromagnetic spectra in the range of visible light. 

Time line 

Finally we have a look at the very important time line. The calibration unit is the inverse of 
the frequency calibration unit: 
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Now the time line cannot be used as directly as it’s the case with the frequency line (except 
for oscillation periods). The calibration unit as an inversion of Hertz is seconds. This is – 
rigorous interpreted – only valid for oscillating systems because the derivation was ma de 
via the protons Compton wavelength which in turn is an oscillation value. For such pro c-
esses this time line is very useful (i.e. oscillation periods, circulation time, orbits). Again the 
value range of the time line is inverse to the frequency line or similar as with the length line 
and goes from N0 = –54 to N0 = +108. 

With our habit to record the past and predict the future, we have a certain location on 
the cosmic time line. But which place should it be? A prognosis for the development of a 
single value according of the time line is theoretically possible, but practically we have a 
heavy problem. We do not know exactly at which position in the cosmic time line we are 
right now. But for a prognosis it is indispensable that we set the time line according to our 
present. 
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Time 

The description about different logarithmic lines (or dimensions) given so far shows a 
simple overview about calibrated Muller fractals. One would like to conclude that nature 
only tends to realize values outside of the gap areas of the Muller fractal. But as we have 
discussed in previous sections, this is not true in general. Therefore the questions arise 
what else interpretations do exist for the Global Scaling continuous fraction and how can it 
be used for interpretations of exceptional experiments or for prognosis of new effects – as 
for example for gravitation. [47] or energy generation. The essence of time is an important 
key of a new physics. Let’s have now a closer look to the dimension of time. 

Global time wave 

The standing gravity waves create zones with different densities along the logarithmic line. 
Again we recall the foresaid, that in fact the logarithmic line does not really exist as a 
physical standing wave in general, it only enables under some circumstances the local 
creation of standing graviton waves. But this pictorial model is useful to understand the 
natural selection processes, which finally leads to the variety of objects and life forms, as 
we know them today. 

Because of the concentrative gravity effect and of the resulting graviton inflow to the 
nodal regions, the medium is not homogenous and not isotropic. Non-homogeneity follows 
from the several different density zones, non-isotropic follows from the orientation of 
graviton flow in space. 

Because of this steady graviton flow all masses always tend to growth. Also Earth – as 
other planets – is continuously growing. This idea is not new and has been published long 
ago several times, as for example by Walter Russell[30]. Similar to the drift of points on an 
inflating balloon we can observe the drift of continents and the associated seduction zones 
under the world sea. 

Around Earth we have a steady graviton inflow towards the center. This is the cause of 
gravity force. The flow velocity is not constant and decreases with growing distance from 
Earth surface.  This gives a gradient of the velocity field or of the graviton density. The 
gradient will be non-zero because the graviton field around Earth is not isotropic. The 
amount of the gradient field is increasing towards the nodal points. 

 

Figure 27: The gradient of graviton velocity (green line) in a small section of the Muller fractal. 

This gradient vector creates the local effect of time flow. Or more precise: Time is the 
gradient of the graviton density. This Global Scaling theory [24] definition is very fundamen-
tal and cannot be deduced theoretically. It follows immediately that time must have the 
same fractal properties as the Muller fractal for example applied to the mass line. Time 
emerges to a real observable physical dimension with qualitative and quantized properties. 
The global standing gravity wave expands and compresses the local time in logarithmic-
hyperbolic intervals. In analogy to the global standing gravity wave, this is the global time 
line. 

6. 
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In the section about recursion we have seen that a simple loop (on a certain scaling 
layer) can only be repeated several times, if this repetitions happens in sequence (not 
simultaneous). Then the output also changes in steps as well as the processing time 
proceeds in steps. In general this result together with the known structure of the Muller 
fractal leads to the conclusion, that time does not flow continuous but in certain steps. 
Time flow is quantized. This can be tested experimentally.  

Experiments of  Shnoll et. al. 

More than 40 years ago a Russian research team around Professor Simon E. Shnoll [35] 
discovered discrete reaction velocities in biological processes, namely the hydrolysis of 
muscle proteins Myosin and Actomyosin. Then, after successful control experiments they 
expanded the research to chemical reactions as the famous Be lousov-Zabatinsky-
Oscillation and finally they analyzed random physical processes as for example the natural 
radioactive β-decay of Carbon 14C. And all the time the scientists concluded that „It is 
shown that due to fluctuations, a sequence of discrete values is generated by successive 
measurement events whatever the type of the process measured. The corresponding 
histograms have much the same shape at any given time and for processes of a different 
nature and are very likely to change shape simultaneously for various processes and in 
widely distant laboratories. For a series of successive histograms, any given one is highly 
probably similar to its nearest neighbors and occurs repeatedly with a period of 24 
hours, 27 days and about 365 days, thus implying that the phenomenon has a very 
profound cosmophysical (or cosmogonic) origin.“ 

Sorting of similar histogram pairs according to 
their distance in time. Some unexpected 
accumulations can be observed.

ßMeasuring of radioactive β-decay of 14C

ßMeasuring of radioactive α-decay of 239Pu
in Puschino (Moscow) and of α-decay of 228Ra in
Lindau (Germany)

 

Figure 28: Two histogram analysis results made by Professor Simon Shnoll (Source: Physics- Uspekhi 
and Physics and Chemistry of the Earth). 

What the researchers have made? First they collected a huge amount of measuring data 
and transformed them to histograms. A histogram shows a group of probability distrib u-
tion of a set of measurement values. A finite but high amount of data is required to plot a 
histogram. These vales are sorted according amplitude and then are grouped to classes of 
comparative sizes (similar to group together potatoes of a certain size). The number of class 
elements (number of potatoes on huddle) is now set into relation of the total number of 
measurement values (total number of potatoes) and as a result we get the probability 
distribution. To get a more or less precise histogram, about thousand measurement values 
should be taken into calculation. 

Shnoll et. al. have recorded so many measurement values, that they were able to plot 
several consecutive histograms. The first histogram bases on the first 1200 measuring 
values, the second histogram the next 1200 measurement values and so forth: 
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Figure 29: A sequence if 12 consecutive histograms (Source: Physics-Uspekhi) 

With a software tool, the scientists put together a sorted long line of such histograms. 
Now they started to search for this histogram pairs, which appears to be of most similar 
shape. The result will be as follows: 

 

Figure 30: Sorting of most similar histogram-pairs (Source: Physics Uspekhi) 

This sorting process was done by software also. Then a time analysis was performed. 
Because every histogram marks a certain section in recording time it is possible to calculate 
the time difference between this most similar histograms. If, for example, every second a 
measuring value is recorded, a histogram represents an elapsed time of 1200 seconds = 20 
minutes and so on. Now, the most similar histogram pairs are put together (see Figure 30) 
and it is possible to find the time in-between this two histograms. Finally they sorted the 
distribution of the histogram pairs along the time axis. For pure stochastic processes it’s 
commonly expected, that the similarity of histogram-pairs does not show significant diffe r-
ences. But the result of Shnoll et. al. gives an other picture: 
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Figure 31: Distribution of time intervals between most similar-shaped histogram-pairs  
(Source: Physics Uspekhi) 

 
As expected the nearest histograms in time are very similar in shape, but beside this the 
figure shows again a clear maximum after 24h. A similar pattern can be recorded after 27.28 
days and after 364.4, 365.2 and 366.6 days. The first value is exactly the moon’s orbit time, 
the middle value of the second group corresponds with the sidereal year, which is the exact 
earth orbit around the sun. 

But there is more. If the Shnoll experiments were recorded at the same time but at differ-
ent locations, the histogram analysis gives very similar results, independent whether the 
same or different physical or chemical processes have been measured. 

About more than two years this publication of Shnoll et. al.[35] has not been commented 
and probably in Western science nobody took notice of it. But the critics cannot invalidate 
the main claims of Shnoll’s paper. Then, in 2000 Shnoll et. al. published a new paper and 
summarized their findings as follows [36] 

1. The fine structure of the distributions governing the results of simultaneous 
measurements of any process in each time interval is similar with a fairly high 
probability. This similarity is observed even when the labs are hundreds or thou-
sands of miles away from one another. The similarity of histogram shapes cannot 
be attributed to any artefacts, because the experimental setups are totally inde-
pendent, and sometimes there occurs principal difference even in the method of 
measurements. 

2. The shape of histograms is reproduced with a high probability in adjacent time 
intervals (the effect of ‚close neighbours’), and is repeated with a periodicity of 
24 hours, 27 days, and 1 year. 

3. From statements 1 and 2 it follows that the phenomenon under discussion is 
caused by cosmophysical factors..  

 
If the reader likes to compute similar histogram analysis by Shnoll with his own data sets, 
we recommend the  software Global Scaling Calculator 3000 Enterprise. 



copyright © (2001-2004) by AW-Verlag  -  www.aw-verlag.ch Page 39 

Finally there is an other picture summarizing the above statements: 

 

Figure 32: Synchronicity of simultaneous measurement of α-decay of 239Pu in Pushchino (Moscow) and 
of β -decay of 137Cs in Dubna. Shown are the number of pairs N of similar histograms and the corre-

sponding time of occurrence in minutes. The most probable situation describes the simultaneous 
appearance of similar histograms from both different physical processes. (Source: Physics Uspekhi) 

Kozyrev’s concept about the properties of time 

„Time is the most important and most enigmatic property of nature.“ With this statement a 
almost unknown paper of Nikolay Alexandrovich Kozyrev [17] starts. And as we shall see, 
this is not an overstatement. His theory bases on three axioms: 

1. Time possesses a quality, creating a difference in causes from effects, which can 
be evoked by directivity or pattern. This property determines the difference in the 
past from the future. 

2. Causes and results are always separated by space. Therefore, between them exists 
an arbitrarily small, but not equaling zero, spatial difference. 

3. Causes and results are separated in time. Therefore, between their appearance 
there exists an arbitrarily small, but not equaling zero time difference of a fixed 
sign. 

The second axiom is equivalent to Newton’s infinitesimal calculation (∂x ≠ 0, ∂t = 0), the 
third axiom is just the opposite. In atomic physics we have the inverted situation. Because 
of the uncertainty principle the superposition of fields is possible with ∂x = 0 and ∂t ≠ 0. 
Thus classical mechanics and quantum mechanics mark both ends of the general case 

 
2C

t
x

=
∂
∂

 . (56) 

C2 has the dimension of a velocity. It’s a kind of causal-resultant relationship and shows 
“how fast” the transmission of cause to effect in space and time occurs. In a real world it’s 
C2 ≠ 0. But in classical mechanics we have C2 = ∞ and in quantum mechanics it’s C2 = 0. 
The symbols ∂x and ∂t denote the distance between cause and effect. Consequently C2 is 
not a property of bodies but of the intersecting space. 

The positive direction of time – and therefore the sign of ∂t – is always the future minus 
the past. The sign for ∂x is not defined so clearly. But the causal direction of C2 should still 
be unique. So we can find a vector i for the resulting causal direction as  

 xtC2 ∂=∂i  . (57) 
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The time pattern must be set in relation to a fixed frame. This cannot be the position of any 
material point. What’s left is the empty space. And space is able to distinguish between 

left and right (symmetry breaking). This symmetry breaking 
is well known in quantum physics for particles having 
spin. In a right-handed coordinate system the time pattern 
is positive, in a left-handed coordinate system negative 
(mirror image). Therefore Kozyrev suggested that C2 
corresponds with a physical rotation velocity. Accordingly 
he conducted many experiments with gyrators and later 
with reflecting walls.  

Kozyrev said: „Time enters a system through the cause 
to the effect. The rotation alters the possibility of this 
inflow, and, as a result, the time pattern can create 
additional stresses in the system. The additional stresses 
alter the potential and the full energy of the system. These 
variations  produce the time pattern. From this it follows 
that time has energy. Since the additional forces are 

equal and are directed oppositely, the pulse of the system does not vary.“ 
 
In a left hand system Kozyrev measured the following approximate value for C2 as: 

 [ ]skm50700C2 /±+=  . (58) 

Experiments with vertical rotating gyroscopes of 90g with left rotation shows a weight 
reduction for of -4g and for a right rotation a weight increase of +4g. Additionally, experi-
ments with several pendulum and fall tests show a slight deviation to South pole. If the 
masses are subject to an additional vibration process, even an other force can be observed, 
which does not vanish immediately after stopping the vibrations but slowly reduces back 
to zero with a half-life time between 11...70 seconds. This additional force always causes a 
weight increase of the vibrating mass. The best experimental results Kozyrev obtained in 
spring and autumn, whereas in summer und winter the effects are not as significant. 

With torsion pendulums Kozyrev measured the mutual force between two masses of 
diffe rent materials, or the force acting on a test body if the other body is heated or cooled, 
or if the other body is an electric energized vacuum tube, a charging or discharging battery 
or simply a salt -water solution. All this (and many other) objects were able to deflect the 
test mass. Especially significant effects can be produced with time-varying processes (for 
example a blinking electronic light). It becomes really astonishing that these effects can be 
clearly reduced by placing an organic substance containing only right-handed molecules 
(as natural sugar) beside the test mass.  Substances made of left-handed molecules have 
exactly the opposite effect. 

All these experiments cannot be explained with gravity, but they are well within 
Kozyrev’s three axioms about time. Time is an important but jet unexplored physical dime n-
sion. The left-right asymmetry and its related symmetry breaking with spin play an impor-
tant role for the properties of time [7]. 

According to Kozyrev the properties of time change everywhere in the universe simu l-
taneously. No propagation of energy takes place as it’s known from force fields. In all 
places in the universe the variation of a second happens simultaneously. Kozyrev assumed 
that the intensity of a time wave to a test mass falls inverse proportional to the distance of 
cause (for exa mple an oscillating mass). No impulse changes (forces, accelerations) are 
propagating through a medium, only energy disappears at one place and appears at an 
other place. 

A material system can be shielded against time patterns. Several solid materials as me t-
als (especially Aluminum), glass or ceramics with a thickness of some centimeters are 
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sufficient. The shielding property of fluids is much lower. They need a thickness of some 
decimeters and gases – like Earth’s atmosphere – seems not to shield at all (or very week). 
Further experiments show that only these time patterns are reflected, which increases a 
local time density [18]. 

A shielding effect bases on the reflection of an incoming cause (wave). If we construct 
a box of such a shielding material, cut a slot and place a detection unit in the box, we get a 
device named Kozyrev camera. All we need is a telescope, where we connect the ocular to 
the slot of the camera. With this equipment Kozyrev was able to detect the true position of 
stars. Usually we only see the retarded position of stars (or the Sun), because light needs 
time to travel to Earth, and during this time the stars still change positions. But with a 
Kozyrev device the true position is clearly detectable. This is only possible if the signal of 
the distant star is already here (is equal to infinite propagation speed). Therefore Kozyrev 
didn’t use electromagnetic waves but a new kind of information which he called time 
pattern or time wave. 

Shielding Reflection
n Proportional to 1/r2

n Can be conducted in materials

n Reflected time density can sometime 

invert a reaction.

n Slow return to initial condition after 
changing the time flow (~e -t/t)

n Is coupled with matter via rotation

Process with 
increasing 
entropy

Process with 
decreasing 

entropy

TimeProcess with 
increasing 
entropy

Process with 
decreasing 

entropy

Time

 

Figure 33: The global time wave as Kozyrev might have thought about it.  

From all this experiments of Shnoll et. al. and Kozyrev we learn, that  all processes in nature 
are somehow coupled together and happens absolutely synchronous. In Global Scaling 
theory the global background field or time wave is the cause for this time effects. This time 
wave (or Kozyrev’s [17] time pattern) can be shielded, reflected and deflected. Therefore it 
shows similar properties as electromagnetic waves. 

Experiments of Erwin Saxl 

Erwin Saxl has built a sensitive torsion pendulum which is described in detail in his pat-
ent[32]. He measured the oscillation periods very exactly with laser beams and mirrors. This 
gave him a very sensitive measuring device for changes in local gravity force. During the 
total eclipse of the Sun on March 07, 1970 he detected a significant increase in oscillation 
period of about 0.027% [33]. These change is about ten times in magnitude as the gravity 
attraction of the moon to the torsion pendulum.  

 

 
 

Figure 34: The oscillation period of the 
torsion pendulum in dependence of local time. 
The eclipse started at 12:31 (dotted line  a), 
has its maximum at 13:40 (b)and ended at 
14:58 (c). Two weeks later the moon was on 
the exact opposite and the dashed bold line 
has been recorded. Both curves shows a 
congruence in the fine spectra. (Source: 
Physical Review D [33]). 
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Physical Review D [33]). 

Beside such clear signals Saxl already detected 1964 that Newton’s constant of gravity is 
not really constant but changes slightly through time. The pendulum often showed devia-
tions or fluctuations of much higher magnitude than the resolution limit of the measuring 
equipment. Sometimes the same fine structure was repeated several time. For example two 
weeks after a total eclipse of the Sun where the moon was in exact opposite position, the 
same fine structure is shown in the figure above. This coincidence of fluctuations of an 
always changing measuring quantity points to a common cause. 

As early as in 1964 Saxl[31] recognized that the oscillation period of the torsion pendu-
lum – which was placed in a Faraday cage – changes much more, if the pendulum is electric 
charged against Earth. Almost independently whether the voltage is positive or negative, 
the oscillation period increases. With a voltage of about 5000 Volt the change of signal was 
close to +0.3%. This effect cannot be explained with every accepted physical theory.  

 

 

 

 

 

 
 

 

Figure 35: The oscillation period of the torsion 
pendulum in dependence of voltage applied 
against Earth. The curve is quadratic in first 
approximation. The delta of oscillation period ∆ t 
is set into relation to the value of about 35.2 
second when no voltage is applied. (Source: 
Nature [31]). 

Experiments of Guido Ebner and Guido Schuerch 

Other impressive experiments confirming the work of Kozyrev and Saxl has been done by 
the chemists Guido Ebner and Heinz Schuerch in Basel (Switzerland). In charge of Ciba 
Geigy (now Novartis) they researched the influence of electrostatic fields to the growth 
and morphogenesis of living substances, if the germ, seed or eggs has been placed be-
tween two electric conducting plates carrying an electric field of 500....2000V/m for a certain 
time. 

The outcome was very surprising for all involved parties, especially for the company 
itself. In the year 1989 Ciba Geigy applied for the patent „Method of enhanced fish breed-
ing“. They describe how fishes (trouts) develop and grow much better, if their eggs have 
been conditioned in an electrostatic field. In comparison to standard processes, the hatch 
rate increased by 100...300%, the fishes became more agile and vital, they had a much 
higher resistance against disease and gained in weight and size up to maturity much faster. 

What’s not mentioned in the patent, but has been presented to the author by Guido 
Schuerch, was the significant change in morphogenesis. The treated fishes have a much 
powerful body, concise colors and a much stronger bit with elongated lower jaw. This fish 
form is died out since long time! 

And this was only the beginning. The chemical industry was obviously not interested 
very much in applying and selling of this new (free of chemical) technology. Finally the two 
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chemists founded their own Institute of Pharmaceutical Research near Basel, where Here 
Guido Ebner applied for an other and very detailed patent, which was never granted. In this 
patent he describes the effect of electrostatic fields to several life forms (cress, wheat, corn, 
fern, micro-organisms, bacteria) in their early stage. 

ß Left is a male rainbow trout from an European breed farm, right is a 
conditioned male rainbow trout with fish eggs from the same fishfarm. The 
heavy changes in lower jaw is clearly visible. In 1882 this fishhas been 
exported to USA but even at that time the lower jaw was not of this form.  

Figure 36: The method of Ebner and Schuerch: Above is a small exclusion of patent, below is a com-
parison in morphogenesis from rainbow trout. 

Again the change in morphogenesis was highly visible. The corn grew often with more 
than one stalk, stalk and leaves were broader, the plant carried more and larger corncobs 
which are placed differently at the stalks and within 5 days they grew to three-fold cobs, 
which in turn again form new cobs on the top. The fern showed a completely new form of 
leaves already died out since millions of years. On a very special photograph Schuerch 
showed a fern having all sorts of leaves in one single plant. The first leave appeared to be 
about 300 millions of years old where as the last grown-up leave already looked close to 
today’s form. And this on the very same plant! This is absolutely unbelievable for a 
botanist. 

With the treatment by an electrostatic field – which does not have a constant efficiency 
at all time – living organisms are put back to a very early development stage. They often 
get a form which today is only known by fossils. 

Chemical reactions do not take place during this treatment, because no electric current 
is applied to the organisms. A possible biological or physical cause for this effects are not 
known. 

- - - 
All the described experiments reveal a common – but really unexpected – point. Obviously 
the time pattern, or the global time wave, plays an important role. It seems to be possible to 
manipulate time locally to produce local an unexpected or unknown effects. This time 
pattern can be altered either with a change in mass density (Kozyrev) or with a change in 
charge density (Saxl, Ebner & Schuerch). 

 

Time, energy and entropy 

The essence in applications of Global Scaling lies in this time pattern or time wave. If we 
succeed to find this time pattern for a process by analyzing a huge amount of data (Shnoll), 
we are able to tap completely new applications. For Kozyrev the time vector and an energy 
flow is equivalent. A compression in time flow of a closed system cause an increase in 
entropy (disorder), a decompression in time flow results in a decreasing entropy [18]. 
Experiments compressing the time flow are accompanied by a local temperature decrease 
and vice-versa. Hence, Kozyrev has worked in many experiments with heating or cooling of 
probes. 

The universe must be a thermodynamic open system to supply the standing gravity 
waves with energy all the time and to build up dissipative structures as atoms, matter etc. 
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These entropic forces are very fundamental. They are more fundamental than the known 
interaction forces of gravity, electrostatic or electrodynamics. 

Now we take the findings of Kozyrev and apply them to a logarithmic line of arbitrary 
calibration. We know already that the graviton density is very high at a nodal point and in 
a gap the opposite is the case. We also know that only in nodes an energy exchange can 
take place without destroying the standing wave. This gives us the following table for the 
regions of a Muller fractal: 

 
 Border areas Nodes 

N0, N2, N4, ... 
Border areas antinodes  

Graviton density increasing high decreasing low 

Pressure increasing maximum decreasing minimum 
Entropy (disorder) decreasing minimum 

(order) 
increasing maximum 

(chaos) 
Time flow increasing dense decreasing diluted 
Thermodynamic 
state 

optimal open optimal closed 

Structural state fusion ten-
dency 

fusion or 
transformation 

decay ten-
dency 

decay or 
transformation 

Energy transport  source transport  drain 

Table 1: Properties of sections in the Muller fractal 
 

This table is valid for all even scaling layers. With odd scaling layers the two columns of 
the border interchange. The higher the scaling layer, the powerful are these influences. 
Usually our technology is not able for manipulations on the highest level, but this is 
probably just fine. 

The monotone arrow of time is only a rough description of what really takes place in the 
time dimension. The homogeneity of time is an average effect. In essence time posses a 
fractal dimension, as other dimensions too. And similar to other values also the time 
traverse on the logarithmic-hyperbolic Muller fractal from the smaller values on the left to 
larger values on the right. Time is created with this always happening compression and 
decompression. Or maybe, all this is otherwise around? 

 

Local and global time line 

According to Global Scaling theory [24] a new time line is started for each process, for each 
new creation, for each new living organism (Embryo genesis). The start always happens in 
a nodal point of both, the global and the local, process-dependent time line. So every entity 
has its own local time line, starting on its “birth”. So Earth, the solar system, the universe 
but also each living thing as you and me posses its own time line. 

A global time line supersedes each (lower) local time line. Hence, global events for ex-
ample happening on the Sun always have an influence on local processes for example on 
Earth (here we speak not about not electromagnetic wave or flares from the sun, but about 
changes in time patterns). With a smaller effect this is also the case in the other direction. 
These global events act simultaneously through all scaling layers down to our local pro c-
esses. This is documented very well with experiments from Shnoll et. al. or Saxl. There we 
find daily, monthly and seasonal dependencies which document the cause of the next 
higher time line. And these experiments are not exceptional. An other experiment dealing 
with high voltage is for example the so-called Biefeld-Brown effect. 
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An asymmetric constructed capacitor [4], charged with a static voltage of about 30kV or 
more, accelerates in direction of the positive polarity. This effect does not only base on ion 
wind, because according to Brown it shall work also in oil or in vacuum. Thomas Town-
send Brown found beside other thing, that this accelerating force is not always constant 
but depends on seasonal and daily conditions. 

There exists an other quite simple experiment to find influences of day, month or year 
periods. It’s the water drop experiment first published by Nobel laureate Philippe Lenard [19], 
and re-discovered from Gunnar Norling and Olof Alexandersson[26].  In this experiment the 
electric water influence on free falling, pure water is increased by copper plates on the 
ground. This copper plates get charged against Earth of about 10kV. This plates then can 
be discharged through spark gaps or neon tubes. The discharge frequency depends mainly 
on the amount of charges in the copper plate, as the author has observed. Interestingly 
this frequency is far from constant. It varies very strongly with day and night time as well 
as with the moon cycles. During the day the frequency in a certain experiment was about 1 
Hz, and in average during the night about 10 Hz. On full moon this increased up to 25 Hz. 
This produces almost a continuous light! Changes of other parameters like temperature, 
humidity and water quality didn’t show a high correlation with the discharge frequency.  

Usually the influence of a global time wave to al local experiment is very small. This 
might be the reason why they have not been discovered yet. But probably just nobody 
thought about running multiple experiments in parallel at different locations as made by 
Shnoll et. al. and almost nobody is willing to interpret measuring results without previously 
“smoothing” the measurement data. But the key to identify a local time wave influence is 
exactly the analysis of such simultaneous fluctuations in most possible and different 
parallel experiments. 

Fluctuations 

The deviation of single measurement values out of a long series of measurement data 
without smoothing the resulting curve are called fluctuations. As an example you may look 
at the curve in Figure 34. Generally it’s assumed that these fluctuations are of stochastic 
nature. That means, they follow a real random chance and cannot be predicted. They are 
responsible for the limited certainty of each measurement. A very popular name for fluctua-
tions is thermal noise. Basically such fluctuations can be identified in every measurement 
and they can not be eliminated completely. 

Only with a systematic analysis of this fluctuations Shnoll et. al. discovered the correla-
tion of such fluctuations within certain distances in time. 

On measurement of an arbitrary physical quantity these fluctuations do occur on a cer-
tain scaling layer. These fluctuations produced by cosmic processes (cosmic background 
field) can be found up to the highest scaling layers. These global fluctuations have a 
higher impact to local processes than local fluctuations. Local fluctuations are mostly 
limited to one single (lowest) scaling layer. 

The role of thermodynamics 

Fluctuations are also interpreted as measurement uncertainty. Usually this shall be elimi-
nated by means of statistical methods. To analyze some single data sets this might in some 
cases be sufficient. But it’s not anymore possible to find inherent time patterns when 
smoothing methods are applied. Also statistic (stochastic) methods are only applicable for 
closed systems, for systems also, which do not have an energy and in formation exchange 
with the outer world. But as for example concluded in „Autopoietic Systems“[43], this is not 
possible in a real world. Each observable system must be open, otherwise it cannot be 
observed. 

This implies, that open systems can deviate to statistical laws, and surely this happens 
in nature with a very high probability. The only “place” in the Muller fractal to exchange 
energy between different processes – for example between local and global processes – are 
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nodal points. If two nodal points of different processes fall together, immediately an 
exchange of energy can occur, if required by one of the two involved processes. This time 
interaction (or energy interaction) will leave a traces in form of fluctuations. 

Let’s look again at Figure 19. A system is wandering along the logarithmic line from 
smaller values up to larger values and therefore passes nodes on lower scaling layers all 
the time. The chance, that two processes meet each other at a node in lower scaling layers 
is much higher compared to the chance that one or even both systems meet on a higher 
scaling layer. 

Each time a system reaches a node, the system is open from a thermodynamic point of 
view. That means it’s able to exchange energy with an other system without time delay. As 
also shown in Figure 19, each system can only be open in one single scaling layer at a 
particular time. In all other layers, including all higher layers, the system is thermodynami-
cally closed and not able to exchange energy on these layers. 

These permanent openings and closings along the logarithmic line are the reason for 
creation and destruction of structures. A creation of structures without permanent local 
violation of the second law of thermodynamics is simply not possible. 

Prognosis of stochastic processes 

It is possible to make some prognosis for the development of a certain physical quantity or 
about the time of next important fluctuation, if the global fluctuations or time patterns – 
who take influence on all local systems simultaneously – are known. Some important 
cosmic sources to influence local fluctuations are already documented by Shnoll et. al., Saxl 
and others. These source are located on our cosmic vicinity, but these are not the only 
ones. 

If we have enough measuring data of an alleged stochastic process (as for example lot-
tery numbers) and if we know the time pattern of the relevant global fluctuations, it’s 
theoretically possible to make a prognosis about the upcoming fluctuations of the local 
process and therefore shift the hit rate above the average. 

Reflection of time 

According to Kozyrev it’s possible to reflect time waves with optimized reflecting materials 
as for example Aluminum. This reflection is not an inversion (backward running film) 
because causality is still valid for a reflected time wave. Only the vector direction of the 
time wave changes. 

If we now place two reflectors in parallel we can produce a multiple reflection and there-
fore a superposition of a time waves. This is the case for a Kozyrev camera or for the 
conducting plates in the experiment of Ebner and Schuerch. 

This time pattern is not created by masses or gravity forces only. Also the 10 40 times 
stronger electric force produce similar changes in time patterns but with much more inten-
sity. Therefore the Ebner and Schuerch experiment delivers such impressive results. 

Near field action and action-at-a-distance 

Gravity as well as electrostatics follow the same inverse square law for the distance. Ne w-
ton’s gravity as well as Coulomb’s electrostatics can both be formulated with an action-at-
a-distance formalism, that means, force changes are transmitted immediately without delay. 
This has been formulated in 1865 by Wilhelm Eduard Weber[48] for electrostatics. In the 
year 1865 James Clerk Maxwell[21] published his theory of contact action, i.e. a force acting 
with a finite velocity. After that He rmann Helmholtz and Heinrich Hertz debated many years 
about the speed of electrodynamics and electrostatic effects [37]. Today this is almost 
forgotten. 

Recently Andrew Chubykalo and Roman Smirnov-Rueda[6] have found a theoretic base 
that electrostatics can only be correct deduced from Maxwell’s equations, if we assume 
that its behavior is similar to an action-at-a-distance principle. Additionally the author[45] 
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has shown that Ampere’s formula for induction laws between two current carrying wires 
cannot be derived from Maxwell’s equations when the retarded Liénard-Wiechert poten-
tials are used. The principle of induction seems  not in all cases to follow the classical field 
theory. There exists two kind of interactions, which are fundamentally different. 

1. The force between relative resting or continuous moving masses (or charges) is 
transmitted simultaneously according to the action-at-a-distance principle and 
decreases according to the proportionality 1/r2. 

2. The force between relatively accelerating charges (or masses) happens with a 
delay according to a finite transmitting velocity and reduces according to the 
proportionality 1/r. 

The simultaneous force part decreases much faster with growing distance than the delayed 
force part and therefore is most often not noticed in the noise of the signal. The poles for 
the force of action-at-a-distance can be described with scalar waves. 

The week force according to the first principle are the entropic or constructive forces 
(Schauberger, Russell), whereas the forces according to the second principle represent a 
destructive or reducing behavior. But only the interplay between this two principles 
enables the creation of structures as we know them. 

Energy exchange via nodal points 

If two nodes each of a local and a global process meet each other, an energy exchange is 
possible. The effects will be as higher, the higher the scaling layer of the affected nodes 
are. But most of the time this energy exchange takes place just once as a lightning in 
thunderstorm and therefore it’s not usable in technical applications. 

To achieve a steady energy flow an interaction between two stable node-pairs is nec-
essary. Then energy can be drawn from one process to an other through one node-pair and 
feed back via the second node-pair (energy cannot be consumed, but flow). This requires a 
resonance condition between at least one global and one local time pattern. For a perma-
nent energy flow such a resonance coupling is basically essential. In practice this is very 
difficult to obtain because the Muller fraction of the time wave is highly non-linear. 

To start a resonance coupling we must first establish an oscillation process (let’s call it 
primary process) on the local time wave (Kozyrev, Ebner & Schürch). This can be achieved 
with electric dipoles (Ebner-Schuerch) or with materials of high density (Kozyrev). Then it 
is important to know which global nodes will couple t o which local nodes. 

To increase the probability that two nodes of a local and of a global process fit to-
gether, we can take care that one process uses much faster oscillations than the other one. 
Let’s look at the two most stable elementary particles, the proton and the electron. To 
establish their long lifetime they must be in an extremely precise resonance coupling with 
the global background time wave. These particles are super-stable, that means, their 
continuous fractions end at nodal points. Therefore they are able to exchange their electric 
forces very intensively (gravity, electrostatics). Then these forces decrease the local 
entropy (they are constructive). 

According to impulse law, a force via nodal points leads to an acceleration of masses or 
charges. As a result these masses or charges radiates energy. Such kind of coupling to the 
global time wave is most likely not very efficient, because it will not be easy to re -collect 
the radiated energy. Therefore the radiated energy is lost as heat and causes local increase 
of entropy (destructive). But if this acceleration is made in a direction compatible to the 
primary process, it can be possible to establish a stable energy loop, whereas a load to 
utilize this flowing energy is an important part of this energy loop. For doing this, also a 
secondary circuit will be required. And between the primary and secondary circuit a storing 
device (as a capacitor or battery) must be placed to enable energy in- and outflow all the 
time.  
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A small hint about the type of global process we may tap for energy generation origi-
nates from Nicola Tesla. 

Possible energy source: The cosmic background radiation 

The spectra of the three Kelvin background radiation was first detected accidentally in 
1965 by the two radio astronomers Penzias and Wilson by using a horn antenna. But 
already in 1934 Nicola Tesla[40] reported a radiation from outer space with a wave length of 
1 to 2 millimeters. In this article he writes, that he has measured this radiation already in 
1900, i.e. 34 years before first publication: „I may state that even waves one or two millime-
ters long, which I produced thirty-four years ago, provided that they carry sufficient en-
ergy, can be transmitted around the globe“. 1900 was probably his most important year 
where he conducted his famous Colorado Springs experiments. Already just before his 
dead he again talked about this radiation and said  [41]: „The effects at great elevations are 
due to waves of extremely small lengths produced by the sun in a certain region of the 
atmo sphere. This is the discovery I wish to make known“.  

The spectra of this cosmic background radiation is well known today and matches very 
well to a thermal radiation of a black body having 2.726 Kelvin temperature. In the standard 
model the cause of this radiation is the big bang. But with newer pictures from Hubble 
telescope the big bang thesis comes more and more under pressure. The Global Scaling 
theory does not require a big bang to create the structures of today’s world. The only 
condition is a thermodynamic open universe, that’s it. By the way, also the big bang is a 
high violation of the second law of thermodynamics, isn’t it? In contrast Global Scaling 
explains a more or less steady growth and evolution of forms by using some basic laws. 

But if – as assumed in Global Scaling – no big bang happened milliards of years ago, 
there must be an other explanation of the background microwave radiation in the universe. 
Obviously this radiation is caused by space-time itself. The distribution of this radiation 
does not reveal an origin (where a big bang should have happened) nor does it increase 
around galaxies or stars. The maximum of this background radiation is exa ct in a nodal 
point with very high priority. We are able to detect this background radiation, because 
electrons are influenced by it. That means, the electron is in a steady contact with this 
background field, or we may also conclude, the electron has some  kind of resonance 
coupling to the background field. This makes it in principle possible tap more energy out of 
this background field as one might expect. 

On the logarithmic frequency line with phase set to P=1 the background radiation has 
its maximum very close to the node N0 = -30. The exact node gives a frequency of 
133.55GHz. The reciprocal value is the node N0 = 30 on the logarithmic length line and gives 
the wave length of 2.247mm in vacuum. The cosmic background field offers many nodal 
points for resonance coupling with several local processes. Once this problem is solved, a 
new and clean energy source will be the result. 
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Global Scaling Lectures 

With this short summary you have got an overview about the Global Scaling theory only. 
To learn more about this theory and to learn how to use it in technical or business applica-
tions, more profound knowledge is necessary. Therefore we highly recommend the Global 
Scaling seminars lectured at the Institute for Space-Energy-Research GmbH (IREF) in 
Wolfratshausen, near Munich, Germany, www.globalscaling.de. 
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Appendices 

Appendix 1: Continuous fractions of some irrational numbers 

 
φ = 1.6180339 ... = [ ]K,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1;1   

φ
1  = 0.6180339 ... = [ ]K,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1;0  = φ - 1 

φ2 = 2.6180339 ... = [ ]K,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1;2  = φ + 1 

2  = 1.4142135 ... = [ ]K,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2;1   

3  = 1.7320508 ... = [ ]K,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1;1   

5  = 2.2360679 ... = [ ]K,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4;2   

6  = 2.4494897 ... = [ ]K,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2;2   

7  = 2.6457513 ... = [ ]K,1,4,1,1,1,4,1,1,1,4,1,1,1,4,1,1,1,4,1,1,1;2   

8  = 2.8284271 ... = [ ]K,1,4,1,4,1,4,1,4,1,4,1,4,1,4,1,4,1,4,1,4,1;2   

10  = 3.1622776 ... = [ ]K,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6;3   

11  = 3.3166247 ... = [ ]K,3,6,3,6,3,6,3,6,3,6,3,6,3,6,3,6,3,6,3,6,3;3   

12  = 3.4641016 ... = [ ]K,2,6,2,6,2,6,2,6,2,6,2,6,2,6,2,6,2,6,2,6,2;3   

e = 2.7182818... = [ ]K,1,14,1,1,12,1,1,10,1,1,8,1,1,6,1,1,4,1,1,2,1;2   

    (Euler, 1737)  

e = 2.7182818 ... = 
L++++

+
5
5

4
4

3
3

2
2

2  

e = 2.7182818 ... = 
L++++

+
4
3

3
2

2
1

1
1

2  

1e
1e

+
−

= 0.4621171 ... = [ ]K,,,,,,,, 30262218141062;0  

e2 = 7.3890560 ... = [ ]K,14,54,12,1,1,11,42,9,1,1,8,30,6,1,1,5,18,3,1,1,2;7   
    (Stieltjes, ca. 1890) 

e  = 1.6487212 ... = [ ]K,1,1,25,1,1,21,1,1,17,1,1,13,1,1,9,1,1,5,1,1,1;1   

    (Sundman, 1895) 

n
1

e  = ... = [ ]K,,,,,,,,,,,, 111n7111n5111n3111n;1 −−−−  

 

1n2
2

e + = ... = [
]K,,,,,,,,,

,,,,,,,,,
12n2342n849n19118n1730n606n131

15n118n363n7112n56n12n;1
++++++

+++++  

 
π = 3.1415926 ... = [ ]K,84,1,2,2,2,2,1,1,2,14,1,3,1,2,1,1,1,292,1,15,7;3   

7. 
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π = 3.1415926 ... = 
L++++

+
6

7
6

5
6

3
6

1
3

2222

 (Lange, 1999) 

2
π  = 1.5707563 ... = 

L+

⋅

+

⋅

+

⋅

+
−

1
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1
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1
21

1
1

1  (Euler, 1739) 

2
π  = 1.5707563 ... = 
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⋅

+

⋅

+

⋅
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+

4
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1  (Euler, 1783) 

2
π  = 1.5707563 ... = 
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⋅

−
⋅

−
⋅
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1
54

3
21

1
32

3
2

1     (Stern, 1833) 

π
4  = 1.2732395 ... = 

L++++
+

2
7

2
5

2
3

2
1

1
2222

    (Brounker, 1658;  Euler 1775)  

π
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⋅
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⋅
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⋅
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2
1
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π  = 1.7724538 ... = [ ]K,4,1,83,1,1,1,18,2,1,1,13,28,1,6,1,1,2,3,1;1   

6

2π  = 1.6449340... =  
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⋅

+

⋅

+

⋅

+

⋅
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⋅
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⋅
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+

1
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 = 1.2158542... =  
L++++

+
9
4
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5
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3
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1
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Appendix 2: Calibration units 

 
To calculate the calibration units, some physical constants are required, These are [11]: 

mp proton rest mass 1.672 623 1 ± 0.000 001 0 10-27 [kg] 
u atomic mass unit  1.660 540 2 ± 0.000 001 0 10-27 [kg] 
c speed of light in vacuum 2.997 924 58  (exact) 108 [m/s] 
ε0 electric field constant 8.854 187 817 ... 10-12 [F/m] 
h Planck’s constant 6.626 075 5 ± 0.000 004 0 10-34 [Js ] 
q elementary charge 1.602 177 33 ± 0.000 000 49 10-19 [C] 
{e} electron volts 1.602 177 33 ± 0.000 000 49 10-19 [J] 
k Boltzmann’s constant 1.380 658 ± 0.000 012 10-23 [J/K] 
G gravity constant 6.672 59 ± 0.000 85 10-11 [m3 / kg s 2] 
 

Calibration unit for [eV] 

 [ ] { } ( ) [ ]eV108084000047233829
e

cm
eV 8

2
p

p ⋅±=
⋅

= ..  , (59) 

Calibration unit for [u] 

 [ ] ( ) [ ]2001000052760071
u

m
u p

p .. ±==  , (60) 

Calibration unit for [m] 

 ( ) [ ]m105002000030891032
mc2

h 16

p
p

−⋅±=
⋅⋅π

=λ ..  , (61) 

Calibration unit for [Hz] 

 ( ) [ ]Hz107001000014864251
h

mc2
f 24p

2

p ⋅±=
⋅⋅π

= ..  , (62) 

Calibration unit for [s] 

 ( ) [ ]s104008000081500157
mc2

h 25

p
2p

−⋅±=
⋅⋅π

=τ ..  , (63) 

Calibration unit for [K]  

 ( ) [ ]K101010000028130881
k

cm
T 13

2
p

p ⋅±=
⋅

= ..  , (64) 

Calibration unit for [°C] 

 [ ]C15273
k

cm
T

2
p

p °−
⋅

= .  , (65) 
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Appendix 3: Values of mass line 

Ymin: Phase = ln (1) 4.93E+19
Ymax: 3.64E+20

2.17E-51 Photon, 3.27E-16 9.90E+20
1.61E-50 Graviton 2.42E-15 7.32E+21

4.37E-50 6.58E-15 1.99E+22
3.23E-49 4.86E-14 1.47E+23

8.77E-49 1.32E-13 4.00E+23
6.48E-48 9.76E-13 2.95E+24
1.76E-47 2.65E-12 8.02E+24
1.30E-46 1.96E-11 5.93E+25

3.54E-46 5.33E-11 1.61E+26
2.61E-45 3.94E-10 1.19E+27
7.11E-45 1.07E-09 3.24E+27
5.25E-44 7.91E-09 2.39E+28

1.43E-43 2.15E-08 6.50E+28
1.05E-42 1.59E-07 4.80E+29

2.87E-42 4.32E-07 1.31E+30
2.12E-41 3.19E-06 9.65E+30
5.76E-41 8.67E-06 2.62E+31
4.25E-40 6.41E-05 1.94E+32

1.16E-39 1.74E-04 5.27E+32
8.55E-39 1.29E-03 3.89E+33
2.32E-38 3.50E-03 1.06E+34
1.72E-37 2.59E-02 7.82E+34

4.67E-37 7.03E-02 2.13E+35
3.45E-36 5.19E-01 1.57E+36

9.37E-36 1.41E+00 4.27E+36
6.92E-35 1.04E+01 3.15E+37
1.88E-34 2.83E+01 8.58E+37
1.39E-33 2.09E+02 6.34E+38

3.78E-33 5.69E+02 1.72E+39
2.79E-32 4.21E+03 1.27E+40
7.59E-32 1.14E+04 3.46E+40
5.61E-31 8.45E+04 2.56E+41

1.53E-30 2.30E+05 6.95E+41
1.13E-29 1.70E+06 5.13E+42
3.06E-29 4.61E+06 1.40E+43
2.26E-28 3.41E+07 1.03E+44
6.15E-28 9.27E+07 2.80E+44
4.55E-27 6.85E+08 2.07E+45

1.24E-26 1.86E+09 5.63E+45
9.13E-26 1.38E+10 4.16E+46
2.48E-25 3.74E+10 1.13E+47
1.83E-24 2.76E+11 8.36E+47

4.99E-24 7.51E+11 2.27E+48
3.68E-23 5.55E+12 1.68E+49
1.00E-22 1.51E+13 4.56E+49
7.40E-22 1.11E+14 3.37E+50
2.01E-21 3.03E+14 9.16E+50
1.49E-20 2.24E+15 6.77E+51

4.04E-20 6.08E+15 1.84E+52
2.99E-19 4.50E+16 1.36E+53
8.11E-19 1.22E+17 3.70E+53
6.00E-18 9.03E+17 2.73E+54

1.63E-17 2.45E+18 7.43E+54
1.20E-16 1.81E+19 5.49E+55

1.672622123E-27
1081.672624097E-27

-54 27 111

[kg]

-51 30 114 Moon

-48 33 117 Mars

-45 36 120

-42 39 123 Saturn

-39 42 126

-36 45 129

-33 48 132 Sun

-30 51 135

-27 54 138

-24 57 141

-21 60 144

-18 63 Small animals 147

-15 66 Men 150

-12 69 153

-9 72 156

-6 75 159

-3 78 162

0 Proton 81 165

3 84 168

6 87 171

9 90 174

12 93 177

15 96 180

18 99 183

Universe

21 102 186

24 105 189
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Appendix 4: Table of some super-stable masses 

 
 

Ymin 1.672622123E-27 [kg]

Ymax 1.672624097E-27 [kg]

Y 1.672623110E-27 [kg]

N0 N1 N2 ln (1) ln (6) ln (1/6)

-36 27 9 4.28585E-43 2.57151E-42 7.14308E-44
-36 18 18 4.50647E-43 2.70388E-42 7.51078E-44
-36 9 27 5.23017E-43 3.13810E-42 8.71696E-44
-27 -9 36 2.31828E-39 1.39097E-38 3.86381E-40
-27 36 -9 3.39248E-39 2.03549E-38 5.65413E-40
-27 18 9 3.64712E-39 2.18827E-38 6.07853E-40
-27 9 18 4.23110E-39 2.53866E-38 7.05183E-40
-18 -18 36 2.18895E-35 1.31337E-34 3.64825E-36
-18 36 -18 2.74807E-35 1.64884E-34 4.58012E-36
-18 9 9 3.41200E-35 2.04720E-34 5.68667E-36
-9 -9 18 1.51823E-31 9.10940E-31 2.53039E-32
-9 -18 27 1.77335E-31 1.06401E-30 2.95558E-32
-9 18 -9 2.40687E-31 1.44412E-30 4.01145E-32
9 -18 9 1.16237E-23 6.97421E-23 1.93728E-24
9 18 -27 1.57762E-23 9.46572E-23 2.62937E-24
9 9 -18 1.84271E-23 1.10563E-22 3.07119E-24

18 -9 -9 8.19950E-20 4.91970E-19 1.36658E-20
18 -36 18 1.01805E-19 6.10828E-19 1.69675E-20
18 18 -36 1.27809E-19 7.66852E-19 2.13014E-20
27 -9 -18 6.61216E-16 3.96729E-15 1.10203E-16
27 -18 -9 7.67090E-16 4.60254E-15 1.27848E-16
27 -36 9 8.24668E-16 4.94801E-15 1.37445E-16
27 9 -36 1.20678E-15 7.24070E-15 2.01131E-16
36 -9 -27 5.34909E-12 3.20945E-11 8.91515E-13
36 -18 -18 6.20812E-12 3.72487E-11 1.03469E-12
36 -27 -9 6.52769E-12 3.91661E-11 1.08795E-12

54 -27 -27 4.28291E-04 2.56975E-03 7.13818E-05
72 -36 -36 2.88321E+04 1.72993E+05 4.80536E+03
90 -45 -45 1.92177E+12 1.15306E+13 3.20296E+11

108 -54 -54 1.27456E+20 7.64737E+20 2.12427E+19
126 -63 -63 8.42902E+27 5.05741E+28 1.40484E+27
144 -72 -72 5.56437E+35 3.33862E+36 9.27394E+34
160 -80 -80 4.96323E+42 2.97794E+43 8.27206E+41
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Appendix 5: Values of length line 

Ymin: Phase = ln (1) 6.20E+30
Ymax: 4.58E+31

2.73E-40 Photon, 4.12E-05
2.02E-39 Graviton 3.04E-04

5.49E-39 8.27E-04 Cells
4.06E-38 6.11E-03 Organisms

1.10E-37 1.66E-02
8.15E-37 1.23E-01
2.21E-36 3.34E-01
1.64E-35 2.46E+00

4.45E-35 6.70E+00
3.29E-34 4.95E+01
8.93E-34 1.35E+02
6.60E-33 9.94E+02

1.79E-32 2.70E+03
1.33E-31 2.00E+04

3.60E-31 5.43E+04
2.66E-30 4.01E+05
7.24E-30 1.09E+06
5.35E-29 8.06E+06

1.45E-28 2.19E+07
1.07E-27 1.62E+08
2.92E-27 4.40E+08
2.16E-26 3.25E+09

5.87E-26 8.84E+09
4.33E-25 6.53E+10

1.18E-24 1.77E+11
8.71E-24 1.31E+12
2.37E-23 3.56E+12
1.75E-22 2.63E+13

4.75E-22 7.16E+13
3.51E-21 5.29E+14
9.55E-21 1.44E+15
7.06E-20 1.06E+16

1.92E-19 2.89E+16
1.42E-18 2.13E+17
3.85E-18 5.80E+17
2.85E-17 4.29E+18
7.74E-17 1.17E+19
5.72E-16 8.61E+19

1.55E-15 2.34E+20
1.15E-14 1.73E+21
3.12E-14 4.70E+21
2.31E-13 3.47E+22

6.27E-13 9.44E+22
4.63E-12 6.98E+23
1.26E-11 1.90E+24
9.30E-11 1.40E+25
2.53E-10 3.81E+25
1.87E-09 2.81E+26

5.08E-09 7.65E+26
3.75E-08 5.65E+27
1.02E-07 1.54E+28
7.54E-07 1.14E+29

2.05E-06 3.09E+29
1.51E-05 2.28E+30

21 102

24 105
Cell nucleus

18 99

9 90

12 93
Atoms Galaxy clusters

15 96

3 84

6 87
Atomic nucleus Galaxies

0 Proton 81

-6 75

-3 78
Star clusters

-9 Electron 72

-15 66
Planetary 
systems

-12 69

-18 63

-27 54

-24 57
Stars

-21 60

-30 51

-36 45

-33 48

-39 42

-45 36

-42 39

-48 33

-51 30

2.103086790E-16
1082.103091818E-16

-54 27

[m] Universe

Neutrino

Particle nucleus

Elementary 
particles

DNS

Men

Small animals

Cities

Comets

Planets

Earth
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Appendix 6: Values of frequency line 

Ymin: Phase = ln (1) 1.48E+47
Ymax: 1.10E+48

6.54E-24 9.86E+11
4.84E-23 7.28E+12

1.31E-22 1.98E+13
9.71E-22 1.46E+14

2.64E-21 3.98E+14 visible light
1.95E-20 2.94E+15
5.30E-20 7.99E+15
3.92E-19 5.90E+16

1.07E-18 1.60E+17
7.87E-18 1.19E+18
2.14E-17 3.22E+18
1.58E-16 2.38E+19

4.30E-16 6.47E+19
3.18E-15 4.78E+20

8.63E-15 1.30E+21
6.38E-14 9.60E+21
1.73E-13 2.61E+22
1.28E-12 1.93E+23

3.48E-12 5.24E+23
2.57E-11 3.87E+24
6.99E-11 1.05E+25
5.17E-10 7.78E+25

1.40E-09 2.12E+26
1.04E-08 1.56E+27

2.82E-08 Year (Earth- 4.25E+27
2.08E-07 orbit) 3.14E+28
5.67E-07 Month 8.53E+28
4.19E-06 (Moon orbit) 6.31E+29

1.14E-05 Day (Earth- 1.71E+30
8.41E-05 revolution) 1.27E+31
2.29E-04 3.44E+31
1.69E-03 2.54E+32

4.59E-03 6.92E+32
3.39E-02 5.11E+33
9.22E-02 1.39E+34
6.82E-01 1.03E+35
1.85E+00 2.79E+35
1.37E+01 2.06E+36

3.72E+01 Line freq. 5.60E+36
2.75E+02 VLF 4.14E+37
7.47E+02 1.13E+38
5.52E+03 8.32E+38

1.50E+04 2.26E+39
1.11E+05 1.67E+40
3.02E+05 Medium wave 4.54E+40
2.23E+06 3.36E+41
6.06E+06 9.12E+41
4.47E+07 6.74E+42

1.22E+08 UKW 1.83E+43
8.99E+08 Cell phones 1.35E+44
2.44E+09 3.68E+44
1.81E+10 2.72E+45

4.91E+10 7.39E+45
3.63E+11 5.46E+46

1.425484401E+24
541.425487809E+24

-108 -27

[Hz]

-105 -24

-18

UV-A,B
UV-C

-102 -21

Rotation of
galaxies

-93 -12

radiation-96 -15

-99

-84 -3

Gamma-
radiation

-87 -6

-90 -9

-72 9

Cosmic 
radiation

-81 0

-78

-63 18

-69 12

-66 15

-60 21

-57 24ULF

-54 ELF 27

-51 30

-48 33Voice

-36 45

-39 Short wave 42

-33 48

-30

Satellite-
communication

Gleissberg-
cycle 3

-75 Sun spot cycle 6

Long wave 36

-42 39

-45

cosmic 3K-
bkgnd radiation 51
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Figure 34: The oscillation period of the torsion pendulum in dependence of local time. The 
eclipse started at 12:31 (dotted line a), has its maximum at 13:40 (b)and ended at 14:58 
(c). Two weeks later the moon was on the exact opposite and the dashed bold line has 
been recorded. Both curves shows a congruence in the fine spectra. (Source: Physical 
Review D [33])........................................................................................................................41 

Figure 35: The oscillation period of the torsion pendulum in dependence of voltage applied 
against Earth. The curve is quadratic in first approximation. The delta of oscillation 
period ∆t is set into relation to the value of about 35.2 second when no voltage is 
applied. (Source: Nature [31]). .............................................................................................42 

Figure 36: The method of Ebner and Schuerch: Above is a small exclusion of patent, below 
is a comparison in morphogenesis from rainbow trout....................................................43 
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